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ABSTRACT
In recent years there has been an increasing demand for research evaluation within universities 
and other research-based organisations. In parallel, there has been an increasing recognition that 
traditional citation-based indicators are not able to reflect the societal impacts of research and are 
slow to appear. This has led to the creation of new indicators for different types of research impact 
as well as timelier indicators, mainly derived from the Web. These indicators have been called 
altmetrics, webometrics or just web metrics. This book describes and evaluates a range of web in-
dicators for aspects of societal or scholarly impact, discusses the theory and practice of using and 
evaluating web indicators for research assessment and outlines practical strategies for obtaining 
many web indicators. In addition to describing impact indicators for traditional scholarly outputs, 
such as journal articles and monographs, it also covers indicators for videos, datasets, software and 
other non-standard scholarly outputs. The book describes strategies to analyse web indicators for 
individual publications as well as to compare the impacts of groups of publications. The practical 
part of the book includes descriptions of how to use the free software Webometric Analyst to 
gather and analyse web data. This book is written for information science undergraduate and 
Master’s students that are learning about alternative indicators or scientometrics as well as Ph.D. 
students and other researchers and practitioners using indicators to help assess research impact or 
to study scholarly communication. 

KEYWORDS
web indicators, altmetrics, webometrics, alternative indicators, scientometrics, bibliometrics, schol-
arly communication, social media metrics
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CHAPTER 1

Introduction
The need for research evaluation has increased dramatically in recent decades. A major source of 
demand is from organisations involved in the research process that need to assess the value of aca-
demic research (e.g., Wilsdon, 2016; www.snowballmetrics.com). These include:

• governments judging the effect of recent policy changes;

• governments and funding bodies interested in the value for money of their research 
spending;

• higher education funders dividing annual block grants between universities, such as 
through the UK Research Excellence Framework (REF);

• universities deciding how to share out budgets between departments;

• funding councils allocating project grants;

• departments choosing researchers to appoint and promote;

• libraries renewing journal subscriptions; and

• university managers, administrators, publishers or other stakeholders seeking to sec-
ond guess or plan for the outcomes of any of the above. 

This final reason is particularly important because any evaluation that has substantial finan-
cial implications triggers a need to plan in the affected organisations. This gives them a degree of 
control over, or early warning about, the outcomes. For example, probably all UK universities con-
ducted mock REF exercises in the years before submitting to REF2014 (e.g., Gray, 2015; Owens, 
2013) and had a dedicated team of REF administrators and academics in order to maximise their 
university’s scores. Individual researchers also sometimes need to evaluate research to plan for future 
organisational assessments or for a variety of different purposes.

• To self-assess their progress

• To choose a venue in which to publish their work

• To select articles to read from a large collection that match their digital library search

• To select articles to read from a new issue of a journal or from recent additions to a 
digital repository

http://www.snowballmetrics.com
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Scholars who investigate science itself may also need to assess bodies of scholarship. Even 
though many scholars produce intangible knowledge and understanding, most evaluations take the 
initial simplifying step of focusing exclusively or primarily on tangible outputs, such as articles, 
chapters and books.

Assessments that focus on academic outputs can be slow and complex. This is because schol-
ars tend to produce work that is densely written, understandable to a small number of people, and 
can only be fully evaluated within the context of a large pool of similar outputs (e.g., for their level 
of novelty and relative strength of methods). Even experts with the background knowledge to un-
derstand individual publications need time to read them and may disagree on their merits. For these 
reasons it is difficult for non-experts to properly assess the work of scholars, for peers to evaluate the 
multiple outputs of large groups of researchers and for interested parties to sift through masses of 
published work in order to find the most important and relevant items. Thus, there is a seemingly 
impossible need to evaluate academic research without reading it.

Many in the past have resorted to citation counts to help with this task with the hypothe-
sis that more cited works tend to be better. From this assumption, it follows that citation counts 
can be used as a convenient proxy for academic impact or quality. This belief is supported by the 
argument that scientists cite to acknowledge influential prior work so that highly cited papers are 
important for the progress of science (Merton, 1973). While this is broadly true in many areas 
of scholarship, each document’s references are likely to be an incomplete and biased reflection of 
the influences on the research (MacRoberts and MacRoberts, 1989). Thus, citation counts can be 
misleading in individual cases even though in aggregate they may be reasonable indicators of aca-
demic impact in many fields (van Raan, 1998; Moed, 2005). Moreover, there is a substantial time 
lag between a scholar conducting research and their outputs having enough citations to estimate 
their citation impact.

A more fundamental weakness of citation counts is that governments and other funders 
rarely want to finance research for its own sake. Instead, scholarship is a means to an end, such as 
more effective higher education, enhanced international competitiveness, improved public health 
and national cultural enrichment. In this context, citation counts appear to be measuring the wrong 
research outcome. They have been adopted in the past due to a lack of alternatives and arguments by 
academics that research excellence would itself naturally lead to the desired societal benefits. Nev-
ertheless, there is ongoing pressure for indicators that will more directly reflect valuable research 
application types. 

In parallel with the need to evaluate the non-academic impacts of research is the need to 
evaluate non-standard research outputs. Academia is increasingly complex and digitised (Meyer 
and Schroeder, 2015), with individual scholars and groups producing outputs of types that are often 
ignored in research assessments. For example, while evaluations may focus on academic journal 
articles and books, scholars may also produce software, databases, videos, blogs and other artefacts. 
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These can be central to a research field, as in the case of biodiversity and chemical databases, ma-
chine learning software environments and natural language processing toolkits. They can also make 
helpful contributions to education, as in the case of videos exploring the normally unseen work of 
scientists (www.test-tube.org.uk). Non-standard outputs can also support science as a whole as in 
the case of the blog posts and newspaper articles of Professor Stephen Curry (www.theguardian.
com/profile/stephen-curry), which promote and explain issues of general importance to researchers. 
There is little hope that citation counts can be useful in evaluating many of these contributions, 
although there are drives to encourage researchers to formally cite the software and data that they 
use in their studies.

A similar issue is that academics are increasingly called upon to directly engage with potential 
end users of their research and to seek ways in which their expertise can help society. As an example, 
the Flanders Marine Institute assesses local marine biodiversity, has a school outreach programme 
and produces publications aimed at the local fishing industry, including Compendium Coast and 
Sea, which aims to “aggregate objective and scientifically-underpinned information and data from 
Flemish/Belgian marine and maritime research” (www.vliz.be/en/compendium-coast-and-sea). 
Similarly, the Oxford Internet Institute produces a periodic survey of internet use in the UK as 
a service for the community (oxis.oii.ox.ac.uk) and the Stern Review on the Economics of Climate 
Change is a high-profile example of a huge amount of academic work used to directly inform 
government policy. Any indicators that could help to assess the impact of such activities would be 
valuable for the funders that need to check that they are getting value for money.

A potential solution to the above problems has appeared in the form of the web. The rise of 
the web to become embedded in the work of scholars and wider society has created a situation in 
which there is easily accessible public online evidence of research impacts that could be exploited 
for new indicators. While none of the new indicators can deal with all research evaluation needs, 
some can reflect important non-academic types of impact or can be applied to non-standard out-
puts. Questions such as the following have triggered a particular interest in web indicators.

• Do tweet counts reflect the degree of public interest in research?

• Do citations from online patents reflect commercial technology transfer?

• Can mentions in the online grey literature provide evidence of policy impacts?

• Could the fast publishing nature of the web make it possible to generate early impact 
indicators?

There are strong opponents of the use of impact indicators and particular types of web indi-
cators (Colquhoun and Plested, 2014) and some have argued that their value has been exaggerated 
(Barnes, 2015). Thus, it is important to critically evaluate the value of web indicators, to develop 
effective methods to use them and theory to help interpret them.

1. INTRODUCTION

http://www.test-tube.org.uk
http://www.theguardian.com/profile/stephen-curry
http://www.theguardian.com/profile/stephen-curry
http://www.vliz.be/en/compendium-coast-and-sea
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This book describes and evaluates a range of web indicators, drawing upon relevant empirical 
studies. It takes a critical perspective, emphasising the generic and specific limitations of each indi-
cator so that they can be used with appropriate care. It also takes a positive approach by describing 
contexts in which web indicators can be useful and providing practical help with calculating them.

1.1 INDICATOR TERMINOLOGY AND INTERPRETATION
Indicator terminology is used somewhat interchangeably in practice, but it is useful to give precise 
definitions for this book. Here, an indicator is a number that is used or developed to point to the 
direction or level of achievement of an entity of any sort. It may be a simple individual number, 
such as a tweet count, or the result of a mathematical formula applied to a set of numbers, such as 
the arithmetic mean or geometric mean. This definition excludes non-numerical entities, such as 
pictures and network diagrams, although indicators can be represented by graphs or within network 
diagrams. In society, a well-known indicator is the gross domestic product, which provides evidence 
of national economic strength. In the UK, the retail price index (RPI) calculated by the Office for 
National Statistics (ONS) estimates the change in purchasing power of money for consumers by 
monitoring the average price of a sample of retail goods and services. Its inflation values are widely 
used despite being misleading for consumers who purchase goods or services that are not on the 
list and that have a different pattern of price changes, such as luxury or black market goods. It can 
also be misleading overall if an essential good or service that is not on the list exhibits a large price 
change that is out of line with other goods and services due to a market collapse or flooding. De-
spite the demonstrable failings of the RPI it is still a useful indicator of the purchasing power of 
money for typical consumers. This leads to the following conclusion.

An indicator does not have to be very accurate to be useful as long as, on average, 
higher values associate with higher levels of the quantity being assessed.

This point is important because a common criticism of citation counts (and, by extension, 
most web indicators) is that research can be cited for negative reasons, such as to criticise methods 
or findings (MacRoberts and MacRoberts, 1996). Despite this, if indicators tend to give scores 
that agree to a large extent with human judgements then it would be reasonable to replace human 
judgements with them when a decision is not important enough to justify the time necessary for 
experts to read the articles in question.

Indicators can be useful when the value of an assessment is not great enough to jus-
tify the time needed by experts to make human judgements.

For decisions that are important enough to require expert judgements on a collection of 
outputs, indicators can still be useful to cross-check the expert opinions in order to either high-
light areas in which they may have overlooked excellence or overrated poor research—although 
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the experts should make the final decision. Indicators may also be used to help look for evidence 
of systematic biases in human judgements, such as on the basis of author gender, disability or 
ethnicity. For example, if the outputs of female academics tended to have indicator scores that 
were double those of male academics before being judged excellent then this should trigger gen-
der bias investigations.

Indicators can be useful to support or cross-check expert human judgements.

Indicators can support specific impact claims by academics for individual outputs. For exam-
ple, someone might argue that devoting all of their research time to a blog is valuable because of the 
large audience that it attracts. They could use blog access statistics to support this claim.

Indicators can support the impact claims of practicing researchers.

Indicators can also be preferable to human judgements for theoretical analyses of science 
itself and of systemic biases, such as in terms of the career success of researchers by gender, disability 
or ethnicity.

Indicators can be preferable to expert human judgements for system-level analyses.

Although perfect accuracy is not essential for any of these tasks, increased accuracy is clearly 
desirable for any indicator and increases the range of tasks for which it is useful.

1.2 METRICS AND INDICATORS
It is useful to distinguish between the terms metric and indicator, even though the difference be-
tween them is one of perspective and there are different uses of both terms in society and academia 
(e.g., Lazarsfeld, 1958; Hubbard, 2014). Both metric and measure can cause confusion in a sciento-
metric context because a commonsense interpretation is that if something has been measured then 
the measurement will be essentially exact (e.g., Hubbard, 2014, p. 30). In science (including the so-
cial sciences), however, a measurement usually has a more technical interpretation as a quantitative 
entity that reduces uncertainty to any degree at all, and can incorporate even large errors (Hubbard, 
2014, p. 32). Thus, for example, if it is possible to show that knowing the number of web citations 
received by an article reduces the degree of uncertainty about whether it is a good quality article 
or not then it would be scientifically reasonable to describe web citation counts as a measure of (re-
search) quality. Nevertheless, it would be unreasonable from a commonsense perspective to describe 
web citation counts as a measure of quality because highly cited articles can be poor and so the web 
citation count measurement can have very large errors. The same logic also holds for traditional 
citation counts and all web indicators. Thus, the terms measurement and metric carry commonsense 
connotations of accuracy, even though this is not a scientific property of their common definitions.

For research evaluation purposes, although not common practice, it would be helpful to 
reserve the terms metric and measurement for things that have a reasonable degree of accuracy. This 

1.2 METRICS AND INDICATORS
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would reduce the frequent commonsense objections to indicators on the basis of their large obvi-
ous errors. These objections often take the form of individual cases of large discrepancies, such as 
highly cited false papers, or evidence of bias.  For example, the retweet count reported by Twitter is 
a retweet metric for the number of times that a tweet has been retweeted. Presumably this number 
tends to be reasonably accurate even though it may occasionally be wrong if very recent retweets 
are ignored by the software that calculates it. In contrast, it could be misleading (although not 
technically incorrect) to describe the retweet count as a popularity metric in Twitter because a tweet 
may be highly retweeted by spammers and so retweet counts can give highly inaccurate popularity 
estimates in some cases.

It is also helpful in research evaluations to avoid using terminology with connotations of 
accuracy because the outcomes may be used by non-experts to judge researchers and these non-ex-
perts may apply a commonsense interpretation. This may lead to unwarranted accuracy assumptions 
(e.g., that all articles in journals with high impact factors are excellent) or the rejection of all data 
because of occasional obvious large errors. Both of these over-interpretations are reasonable from a 
commonsense understanding of the term measure.

 In contrast, the term indicator does not carry the strong commonsense connotations of 
precision that the terms measure and metric do. Although (again) not common practice, it is help-
ful in research evaluation to use indicator for any quantitative entity that is known or believed to 
associate with the phenomenon of interest even if it does not accurately measure it. In the above 
case retweet counts could be described as a popularity indicator within Twitter because it seems 
reasonable to believe that, in general, more popular tweets will be retweeted more than less popular 
tweets. Confusingly, an indicator can be a (commonsense) metric for one thing but not another. 
The counts of tweets citing an article is a metric of how often the article is tweeted, and may be an 
indicator of the impact of the article but should not be described as an impact metric for articles 
because counting tweets does not accurately measure the impact of an article. In this book, the term 
metric will be used for indicators when discussing that they measure something (other than research 
impact) with a reasonable degree of accuracy.

For research evaluation it is better to use the term indicator than the terms metric or 
measurement for quantities that can have large errors. This will help to reduce confu-
sion from non-experts who may assume that metrics and measurements should be 
accurate.

The definition of an indicator does not include any cause-and-effect requirement with the 
type of impact assessed. While showing that such a relationship is present would help to interpret 
the meaning of a web indicator, it is not necessary. If there is an unknown, weak or no cause-and-
effect relationship then extra caution should be used when interpreting indicator values, however. 
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In practice, this means that an indicator should not be used as the primary source of evidence, if 
possible, and that its values should be checked for anomalies in each application.

Additional problems arise when indicators are used to help assess researchers, who may focus 
on the indicator rather than the goal of the assessment. In a policy context, whenever an indicator 
is publicly selected in advance of an evaluation then getting higher indicator values is desirable for 
those evaluated or other stakeholders. If there is not a straightforward and robust cause-and-effect 
relationship then there will be a behaviour change in the direction of the indicator rather than in 
the direction of the factor that it is an indicator of (e.g., getting friends to retweet rather than try-
ing to write more popular outputs). Thus, consideration of the consequences of using indicators is 
needed as well as information about their properties.

The consequence of the use of an indicator on the behaviour of those assessed must 
be thought through before the indicator is used.

A partial exception to the above is for “surprise” evaluations in which the indicators to be 
used are not known in advance but are requested by the judges performing the assessment. In such 
cases, it is too late for those assessed to modify their behaviour but there may still be behaviour 
change after the assessment if they anticipate the use of similar indicators in a future assessment.

1.3 WEB INDICATORS
This book focuses on academic and academic-related indicators derived from the web. Citation 
counts from the Web of Science and Scopus are the most researched type of academic indicator 
and are the benchmark for discussing alternative indicators. Here, a web indicator is a number 
that is (a) intended to associate with an aspect of research performance or impact, and that is (b) 
derived from the web and not in any way from counts of citations from academic journal articles. 
This excludes citation counts from the Web of Science and Scopus (even though they are on the 
web) as well as formulae that process citation counts, such as the Journal Impact Factor (Garfield, 
1999) and field-normalised citation counts (Waltman et al., 2011). In practice, within this book, 
web indicators always relate to tangible academic-related outputs, such as journal articles, schol-
ar-produced videos, or monographs. They can reflect general, academic, educational, commercial, 
organisational or information impact.

 There are many different types of web indicators. The most well-known type, called social 
media metrics or altmetrics (Priem et al., 2011; see also: Holmberg, 2015), are derived from social 
websites, such as Twitter, that are free to join and open to the public. Social media metrics are typ-
ically collected by a computer program through an applications programming interface (API), and 
this facility has made them relatively easy to collect. A more general term is webometrics (Almind 
and Ingwersen, 1997), which originally referred to all indicators derived from the public web and 
now also describes a research field of the same name. The word webometrics is currently used for 

1.3 WEB INDICATORS
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indicators derived from the web except for social media metrics. Usage metrics, in contrast, give 
evidence of how often a document or other resource has been viewed, downloaded or otherwise 
accessed online (Kurtz and Bollen, 2010). Usage metrics may be derived from the web or social 
web, overlapping with the previous two classes, or may be derived from web server log files, which 
are about the web but are not themselves part of the public web or social web. These are included 
in this book for completeness. 

This book does not cover alternative indicators that are derived primarily from non-web 
sources, such as in the case of some patent and reputation indicators.

1.4 BOOK-SPECIFIC INDICATORS
Although most research into web indicators has focused on journal articles, in the arts, humanities 
and some social sciences, important scholarly output types include monographs, edited books and 
book chapters. While it is possible to count citations to books from journal articles in traditional 
citation indexes, such citations do not reflect the scholarly and other impacts of books well (Cronin 
et al., 1997). This is because books can target book-based research fields. The situation has been 
partly remedied by the Web of Science and Scopus indexing substantial numbers of books, but both 
cover only a small, English-focused subset of the world’s academic output and there are better web 
indicator solutions.

Books in general can productively be used in many ways that do not lead to new journal ci-
tations, such as supporting education, informing policy, professional practice and health behaviours, 
and culturally enriching the reader. Books may also further lines of research that are predominantly 
published in monographs and book chapters. In addition, citation practices are different in the hu-
manities, with serendipitous citations being common (Stone, 1982) even though they do not reflect 
the academic contributions of the cited works. Nevertheless, it seems reasonable to believe that 
important books would tend to be highly cited, whether by other books or by journal articles. The 
best source of data about citations to books is therefore a huge book database, and Google Books 
is the logical choice for this. Web indicators can be particularly helpful for books because of the 
multidimensional ways in which they can have impacts (Halevi et al., 2016).

 It is particularly useful to have evidence of the number of readers for a book since books do 
not need to generate citations in order to have an impact, but they must at least be read first. The 
ideal book readership evidence would be book sales (print and electronic) added to library loans 
but sales information does not seem to be released by publishers and may not be reliable between 
publishers. Similarly, library loan information does not seem to be ever put in the public domain. 
Proxy readership indicators are therefore needed. Mendeley reader counts would be a logical choice 
but users seem to rarely register books on the site. One public source of sales-related data, albeit 
only from specific online bookstores, is the sales rank published by sites like Amazon.com. For 
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libraries, although lending information is not shared, except perhaps with the security agencies, 
catalog information is usually public and so it is possible to count the library holdings of a book as 
a proxy indicator of the likely extent of its readership.

1.5 INDICATORS FOR NON-STANDARD SCHOLARLY 
OUTPUTS

Data, software, videos, blogs, reports and images are important outputs of some scholars’ research, 
and web indicators, such as view or download counts, are a natural source of impact evidence 
for them. Non-standard scholarly outputs that give value to the scholarly community need to be 
recognised so that researchers continue to create them and do not divert their attentions to less 
valuable but more recognised activities. This book briefly discusses indicators for a range of different 
types of academic output. The brief coverage is partly due to the scarcity of relevant investigations 
and partly because, as discussed in the conclusions, web indicators for non-standard outputs are 
best used in a simple way. 

The magnitude of any indicator should be interpreted relative to the context in which it is 
expected to be used and this can vary enormously for non-standard scholarly outputs. In theory, 
the impact of a resource should be the number of uses times the average value of each use. On 
this basis, for example, an icon library with millions of fairly trivial uses could be fairly compared 
against a video illustrating a new separation technique for conjoined twins that may only have a few 
viewers but each one might save two lives. Such calculations are impossible because the users of a 
resource are often unknown and the value of their uses would typically be impossible or impractical 
to calculate. Of course, the same is true for citations: while some are fairly trivial, others can be 
vital to new studies. Nevertheless, the magnitude of the difference is much larger for most resource 
types, except perhaps datasets because it is difficult to imagine that there are many trivial uses of 
datasets. Because of this, it seems most useful to employ web indicators to individual resources or 
homogenous collections of resources (e.g., Haran and Poliakoff, 2011) accompanied by a textual 
explanation of the context. The case for the value of an indicator could be strengthened if it could be 
benchmarked against equivalent values for resources of a similar type and intended audience. This 
would allow resource owners to make claims such as “X is the most downloaded free software for 
counting angels on pinheads” or “Our video of fly eggs hatching in horse manure has been viewed 
twice as often as video of the same event that is also aimed at school pupils.” Unfortunately, bench-
marking is difficult in practice because the well-known resources tend to be the successful minority 
while the failures are unknown and difficult to find. 

1.5 INDICATORS FOR NON-STANDARD SCHOLARLY OUTPUTS
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1.6 DISCIPLINARY AND TIME DIFFERENCES
The typical values of all indicator data vary by field and year (see Section 9.3). Because of this, indi-
cators should not be calculated for sets of articles from multiple fields and years and should not be 
compared between fields and years. More sophisticated indicators are needed to compare between 
fields and years and these are discussed in Chapter 9.

Most indicators should not be compared between fields because of disciplinary 
differences. Most indicators should not be compared between years because of time 
differences.

1.7 OVERVIEW AND INTENDED AUDIENCE
This book describes a range of web indicators for different impact types, covers the theory and prac-
tice of using web indicators for research assessment and outlines practical strategies for obtaining 
many web indicators. It discusses the use of indicators to help evaluate traditional scholarly outputs, 
such as journal articles and monographs, as well as for other types of online scholarly outputs, such 
as videos, datasets and software. The book also describes how to evaluate collections of such outputs, 
such as those produced by individuals, groups and institutions.

This book is aimed at undergraduate and Master’s degree students within information science 
who are learning about alternative indicators or scientometrics, as well as Ph.D. students, research-
ers and practitioners who are using, or would like to use, alternative indicators for academic impact 
evaluations or to study scholarly communication. The first part is also aimed at policy makers and 
research administrators who need to know which indicators to use and how to interpret their values. 
In contrast to a volume on webometric methods for investigating sets of websites (Thelwall, 2009), 
and recent excellent and thought-provoking books about altmetrics and alternative indicators 
(Holmberg, 2015; Cronin and Sugimoto, 2014), the focus of this book is on bringing together in 
one place the evidence, methods and tools needed to use web indicators in research evaluations.

As part of the goal to provide practical help, this book includes detailed instructions about 
how to use the free software Webometric Analyst to calculate simple and advanced indicators. This 
information is supplemented by the website hosting the software, which gives updates and addi-
tional help. The book does not attempt to be comprehensive in this regard and so does not explain 
how to process the free data provided by Altmetric.com to researchers, or how to calculate every 
possible indictor formula.

Chapters 1 to 7 and 11 target all readers, whereas the more technical Chapters 8 to 10 cov-
ering statistical and software issues are mainly designed for people who wish to collect their own 
web data and calculate a range of indicators from it. Chapter 9 on statistics is also useful for policy 
makers and research administrators. On a stylistic note, in places this book contains dense lists of 
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correlation coefficients from different studies. These are usually restricted to paragraphs labelled 
“empirical evidence” and can be skipped on a first reading.

1.7 OVERVIEW AND INTENDED AUDIENCE
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CHAPTER 2 

Evaluating Indicators
Indicators must be evaluated before they can be used with any confidence. Evaluations can assess 
the type of impact represented by the indicator and the strength of the evidence that it provides. 
For example, while it may seem obvious that the public uses Twitter, and so counts of tweets about 
articles would be a useful indicator of public interest, this is usually not true (e.g., Thelwall et al., 
2013b; but with some exceptions: Desai et al. 2012), and so tweet counts should not be used as in-
dicators of public interest. Even the very general assumption that articles that are mentioned often 
in the social web tend to be more important needs supporting evidence. Web indicators also need 
to be evaluated because articles may be mentioned on the social web for negative reasons, such as 
to criticise them (Shema et al., 2012), to accuse the authors of fraud, to discuss retracted papers 
(Marcus and Oransky, 2011), for irrelevant reasons such as spam, or automated mentions (e.g., a 
journal tweeting all its articles, when published) or because they have funny or interesting titles. If 
alternative indicators are to be taken seriously in evaluations, then concrete evidence is needed to 
justify their use to those evaluated.

Some web indicators have an obvious face value interpretation, but these still need to be 
evaluated for evidence of bias and prevalence. An example is the online syllabus mention indicator. 
Unlike the case of tweet citations mentioned above, a citation from a course syllabus can be taken at 
face value as evidence of educational impact because course syllabi are created by instructors and the 
cited works contained in them are intended to be read by students as part of their education. Nev-
ertheless, it is not immediately clear whether it would be fair to compare the educational impact of 
articles based on their online syllabus mentions because research can be used in education without 
being cited if it is summarised in standard course textbooks, part of a field that rarely recommends 
readings to students or included in syllabi that are not placed online. In addition, if very few course 
syllabi are posted to the public web then syllabus mention indictors would have too low coverage 
of academic research to have much practical value. A more general point is that a score of 0 on any 
particular indicator does not imply that the output assessed has had no impact, but only that no 
impact was recorded for it by the indicator.

For all of the above reasons, it is important to validate alternative indicators before use. Eval-
uations of indicators are not simple, however. Even citations, which are produced in a quality con-
trolled environment (i.e., scholarly peer reviewed journals) and have been researched for decades, 
are controversial in two senses: whether they should be used at all (MacRoberts and MacRoberts, 
1996; Seglen, 1998) and how their meaning should be interpreted (i.e., what they indicate) (Moed, 
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2005). The rest of this chapter discusses a range of accepted evaluation methods for indicators and 
makes overall recommendations for evaluation strategies.

The validation process is different from a common social sciences model of starting with 
a concept and then producing a series of measurements to capture it as well as possible (e.g., 
Lazarsfeld, 1958). The impact indicators discussed in this book (e.g., tweet citation counts) are 
instead essentially available before the concept rather than constructed to measure the concept. In 
consequence, the validation process needs to assess whether the indicator broadly reflects the type 
of impact that it appears to, as well as to find out in more detail about the type of impact, if any, 
that it represents.

A complicating issue is that it may be difficult to extract comprehensive data before calculat-
ing an indicator. The lack of a complete directory of blogs, for example, means that it is impossible 
to count all citations from blogs. It can also be difficult to extract accurate data. Counting the 
number of people who bookmarked an article online, for instance, may be difficult if some people 
maintain multiple social web bookmarking accounts and others share accounts. Indicators may also 
be systematically biased by marketing initiatives, such as authors, journals or institutions tweeting 
all of their articles. Most significantly, if an indicator becomes highly valued then authors, editors, 
or publishers may attempt to artificially inflate their scores. The lack of a quality control mechanism 
within the web makes deliberate and accidental manipulation difficult to stop.

2.1 EVALUATION METHODS
This section evaluates indicator data (e.g., tweet counts) rather than any specific indicator formula 
(e.g., median tweet counts). A range of methods has previously been used to investigate academ-
ic-related indicators. Correlation tests are the most common, but are insufficient on their own and 
particularly for web indicators that claim to reflect something other than scholarly impact.

2.1.1 HOW COMMON? COVERAGE ASSESSMENT

The prevalence of an indicator affects its usefulness; if a tiny fraction of articles received a non-zero 
count for a given indicator then it would have little value for applications that rely upon scores for 
individual articles, such as article altmetrics in a digital library. Nevertheless, low coverage does 
not preclude all applications because indicators with low coverage can still be used to compare the 
impact of groups of documents. This is possible by comparing the proportion that have a non-zero 
score between groups. For example, if group A had a higher proportion of articles with a non-zero 
score on a particular educational impact web indicator than group B then this would give some 
evidence of higher overall educational impact from group A. In general, the lower the coverage of 
the indicator, the larger the groups of articles that would need to be compared to detect differences 
between them.
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2.1.2 CORRELATIONS WITH PEER REVIEW OR CITATION COUNTS

The most practical technique to help validate a research indicator is to calculate the correlation 
between it and a better understood data source, such as citation counts or peer review scores, 
even though these have their own biases (Lee et al., 2013; MacRoberts and MacRoberts, 1996; 
Wennerås and Wold, 1997). Correlations have been extensively used in webometrics to evaluate 
the evidence provided by links to journal websites or individual articles (Vaughan and Huysen, 
2002; Vaughan and Shaw, 2003, 2005) or URL citations (Kousha and Thelwall, 2007) to articles 
or citations from various parts of the web (e.g., Thelwall and Kousha, 2008). They have also been 
introduced for altmetrics, playing a similar role (Li et al., 2012). Spearman correlations are normally 
used because citation data is typically too skewed for the normality assumption of a Pearson test. 
Given the relative trustworthiness of peer judgements, the best correlation would be between a rank 
order or scores produced by peer review and the rank order produced by the indicator. In practice it 
is difficult to get appropriate experts to rate lists of publications and so citation counts are routinely 
used instead on the basis that citations are an established research impact data source. 

The rationale for calculating the correlation between an indicator and another source of 
research evidence (e.g., peer review rankings or citation scores) is that if they both reflect a type of 
research impact then the two rankings should be related, giving rise to a positive correlation coef-
ficient, even if they reflect different types of research impact. In the hypothetical case that two in-
dicators both measure pure research quality (assuming that this exists) then their correlation would 
always be positive, with a magnitude determined only by the amount of natural random fluctuations 
in the data. In the more realistic case that both partly reflect different aspects of research impact 
(e.g., educational utility or value for future scholarship) then the extent of the correlation would also 
depend upon how closely related these two aspects were. Finally, most metrics also probably reflect 
unwanted systematic causes of bias (e.g., institutional bias or time-dependency) which also affects 
the magnitude of a correlation and may even change its sign.

For web indicators, a positive correlation with citation counts gives evidence that the indi-
cator at least partly reflects academic quality. This is because citation counts are known to partly 
reflect academic quality to some extent in most fields and so should correlate positively with any 
other indicator that also correlates with research quality. There is a gap in this logic because it is 
possible that citation counts and a web indicator have a positive correlation because they both 
reflect the same aspect of articles that is irrelevant to research quality, such as the publication 
language. Another gap is that the alternative indicator could have a zero correlation with citation 
counts because they both exclusively reflect completely different aspects of research quality. Nev-
ertheless, these scenarios seem unlikely to occur in a pure form and so correlations with citation 
counts are an established test of association that is necessary to validate alternative indicators. A 
statistically significant positive correlation also gives evidence that the web indicator is not purely 
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random. Thus, the positive correlation with citation counts in Figure 2.1 gives some evidence that 
Mendeley readers are valid research quality indicators for orthodontics articles and strong evidence 
that Mendeley readership data is not purely random.

Figure 2.1: A scatter plot of Mendeley readers against Scopus citations for orthodontics articles from 
2009. The graph shows a clear tendency for articles with many citations to also have many readers. A 
Spearman correlation of 0.744 reflects this strong relationship.

The potential for systematic causes of bias means that a positive correlation between a new 
and an established research indicator does not prove that the new indicator reflects an aspect of 
research quality because the correlation could be spurious and caused by a factor unrelated to 
research. Conversely, a negative correlation does not disprove the relationship because there may 
be an underlying research-related positive relationship that is suppressed by a factor unrelated to 
research. Hence, the onus is on the researcher to remove potential sources of bias as far as possible. 
For example, studies should focus on articles published within a limited time window to reduce the 
impact of time differences on the results. Collections of articles should also be as homogeneous as 
possible, such as by taking them all from the same journal or field and excluding reviews. In practice, 
positive correlations with citation counts are accepted as evidence of their value as indicators of an 
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aspect of research impact if there is no obvious source of bias in the comparison made. The normal 
requirement for the test is that the correlation coefficient is statistically significant and greater than 
zero. Correlation calculations in scientometrics seem to always use several hundred articles or more, 
which is an adequate sample size. 

The magnitude of a correlation coefficient is important, with higher values presenting stron-
ger evidence of the value of the indicator as well as evidence that the relationship between the in-
dicator and citation counts is closer. The strength of a correlation coefficient can be greatly reduced 
if the sets of articles being compared are from different fields or years (Thelwall, 2016d) and so 
articles should be separated out by field and year before calculating correlations. Low numbers and 
many zeros can also reduce correlation values, masking the strength of the underlying relationship 
(Thelwall, 2016d). Alternative indicators that increase rapidly within an individual year may need 
to be evaluated with the sign test (Section 9.10) rather than a correlation test because of this.

The main limitation of correlation tests between alternative indicators and citation counts is 
that they cannot give evidence of the type of impact reflected by the web indicator, if it is different 
from citation impact. Thus, if a new web indicator for educational impact is proposed then a positive 
correlation with citation counts demonstrates that it is not random and relates to scholarly activities 
in some way, but does not show whether it gives evidence of educational impact. Correlation tests 
alone are therefore insufficient for indicators that claim to reflect any non-scholarly type of impact.

2.1.3 WHY? CREATOR MOTIVATION INTERVIEWS OR 
QUESTIONNAIRES

The most direct way to assess whether an indicator reflects a particular type of impact is to interview 
the creators of the raw data (e.g., the tweeters for the tweet count altmetric) to find out why they 
created the data (e.g., a tweet). If the reasons tended to at least partially align with a particular type 
of impact, then this would support the validity of the indicator for that type of impact. For example, 
if most tweeters interviewed claimed to only tweet links to articles that they considered to be useful 
for research then it would be reasonable to claim tweet link counts as research utility indicators. In 
contrast, if most tweeters reported different motivations, such as tweeting articles with funny titles, 
then tweet counts could not be claimed to be research utility indicators.

In practice it is likely that a range of motivations would be elicited by interviews (Priem and 
Costello, 2010) and so in order for an indicator to be useful then the dominant reason(s) should 
relate to a specific type of impact (e.g., educational, commercial) and the other reasons should not 
introduce systematic sources of bias (i.e., common biases), unless they are too rare to be significant.

Creator motivation interviews have featured in few studies for three reasons: they are time 
consuming; they can only include a few relevant web authors; and authors may not be reliable 
because they have forgotten, do not understand or mask their reasons (as is the case for citations: 
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Brooks, 1986; Case and Higgins, 2000). Nevertheless, such interviews may give insights that are 
known only to the creators of the data and would not be evident from other methods. For exam-
ple, interviews with tweeting academics revealed that some tweeted on the basis of reading blogs 
discussing articles rather than the articles themselves (Priem and Costello, 2010). The scope for 
future qualitative research of this nature seems limitless because of the range of indicators and 
likely differences in uptake and styles of use between researchers based upon countries, disciplines, 
fields and ages. What would be particularly useful in this regard, therefore, would be theories that 
would help to generalise patterns of use so that the inevitable large gaps in knowledge (e.g., for 
unexamined countries or disciplines) would not cause problems. A corollary to this is that contex-
tual information about the value of indicators from creator interviews or questionnaires is likely to 
always be patchy in terms of the fields and indicators investigated.

Creator motivation questionnaires are also rare partly because it is usually difficult to get 
a representative sample of creators. One exception used an elaborate process to get the email ad-
dresses of a large sample of Mendeley users (Mohammadi et al., 2016) in order to send them a 
questionnaire asking how and why they employed the service.

2.1.4 WHY? SOURCE CONTENT ANALYSIS

A practical alternative to author interviews or questionnaires is to conduct a content analysis of a 
random sample of raw data (e.g., tweets with citations) to categorise the contexts or the apparent 
citation motivations (Priem and Costello, 2010). This is non-intrusive, can be conducted on a larger 
scale than interviews or questionnaires, and does not rely upon author memories. Its disadvantages 
are that insufficient context may be available for a reliable classification in some cases, coders may 
be fooled by clever spam and it is labour-intensive to do well. The amount of context and hence 
the usefulness of this approach varies by data source. While tweets may be too short, blog posts 
should typically give enough context for reliable coding. Any content analysis should follow stan-
dard guidelines: using careful descriptions and multiple coders and reporting inter-coder reliability 
(Neuendorf, 2002).

Content analyses have been rarely used for alternative indicators (exceptions: Priem and 
Costello, 2010; Thelwall et al., 2013b) but deserve to be more common. In addition to giving 
evidence about why the raw data was created, which is essential to validate the type of impact 
reflected by indicators, they can improve the wider understanding of their meaning by revealing 
their typical contexts.

As for interviews, in order for a content analysis to provide evidence of research value in the 
associated indicator, the dominant (not necessarily the majority) category should be related to the 
type of impact claimed and the remainder should not introduce systematic sources of bias, unless 
they are much smaller. These provisos greatly complicate the interpretation of the results: unless 
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reasons related to a single impact type are in an overwhelming majority, a qualitative argument must 
be made for the remaining categories not introducing systematic biases.

2.1.5 WHO? CREATOR TYPE QUESTIONNAIRES AND DATA

In addition to finding out why indicator values are created, it is also important to know who cre-
ates them. For example, it would be useful to know who uses the social web for scholarly purposes 
and which parts they use (Weller et al., 2010; Procter et al., 2010). This information can point to 
systematic biases, such as towards younger users or females. This can be investigated using ques-
tionnaires, with the same considerations as above. 

The demographics of the creators of indicator data can also sometimes be investigated di-
rectly from the source by extracting information about them from the web. In one study, properties 
of Mendeley readers (e.g., academic status and nationality) were harvested from the Mendeley.com 
API in order to give large-scale information (Mohammadi et al., 2015).

2.1.6 PRAGMATIC EVALUATIONS

A final type of evaluation is pragmatic (Helic et al., 2011): testing whether a specific use of an 
indicator helps to achieve a desired goal. In other words, this means evaluating the use of the in-
dicator in practice. In research assessments a pragmatic evaluation would involve discovering the 
opinions of some or all of the participants about their perceptions of the usefulness of the indicators 
provided. Depending upon the scale of the evaluations, this could take the form of interviews or 
questionnaires. Assessors could be asked whether they felt that the indicators helped them to arrive 
at a more accurate or quicker judgement. Such assessments were conducted informally for the UK 
REF2014 assessment to discover which disciplines found citation counts to be useful indicators. 
Similar sessions do not seem to have been conducted yet for any alternative indicator. For indicators 
displayed on a publisher’s website, a pragmatic evaluation might instead ask users whether they 
believed that altmetrics helped them to find important or useful articles.

2.2 DELIBERATE AND ACCIDENTAL MANIPULATION OF 
RESULTS

A problem that affects typical web indicators is that they can be manipulated due to a lack of 
quality control. Accidental manipulation might occur, for example, though publicity for articles 
by their authors and publishing journals. Assuming that accidental manipulation of this type is 
ongoing at a constant level, the techniques discussed in the previous section should be adequate to 
assess whether it is substantial enough to affect a given indicator. The question here is not whether 
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accidental manipulation occurs but whether it is common and systematic enough to substantially 
alter the meaning of a given indicator.

A more problematic issue is the deliberate manipulation that may occur if alternative indi-
cators are used to assess researchers when the researchers know about the choice of indicators in 
advance and have an interest in a positive outcome (Wouters and Costas, 2012). It is difficult to 
empirically evaluate the extent to which this is a problem for an indicator but it seems reasonable to 
assume that a web indictor will be deliberately manipulated whenever it can be. Although web in-
dicators all fail this test, they can still be used for other types of evaluations. Also, if the evaluations 
are not of a high value nature, then it may be possible to employ strategies to reduce the likelihood 
of manipulation, such as honesty clauses or a degree of random or automatic checking of the data 
for signs of manipulation (e.g., Zimmermann, 2013).

2.3 SUMMARY AND RECOMMENDATIONS
The methods described in this chapter (correlation tests, creator interviews, or questionnaires, 
source content analysis and pragmatic evaluations) can all give evidence about the value or meaning 
of new indicators. While all of the methods have limitations, these can be at least partially overcome 
by using multiple different types (method triangulation). The following strategy is recommended 
for researchers seeking to evaluate any alternative indicator, based upon the above discussion.

1. Coverage analysis to assess the proportion of documents that have a non-zero score for 
the indicator. Low coverage restricts the number of practical applications of the indica-
tor. In practice, coverage analyses are often conducted in parallel with correlation tests.

2. Correlations between the indicator and citation counts for diverse sets of individual 
fields and years to identify when they are likely to work. This is the simplest test to 
apply on a large scale and so is the first step. This also addresses the issue of whether the 
indicator works at all, but does not give evidence about the type of impact reflected by 
the indicator, if different from research impact. For this, at least one of the approaches 
below is needed unless the impact type is obvious.

3. Content analyses of selected sources of the indicator to find out why they were created. 
These are a logical next step because of the likely greater coverage in comparison to in-
terviews and greater simplicity in comparison to surveys. The results will help to validate 
a claim for the type of impact that they may reflect (e.g., societal and educational). In 
addition, the results can help to give a finer-grained interpretation of the meaning of the 
indicator. Content analyses are not possible for usage indicators, which do not provide 
qualitative context.
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4. Creator motivation surveys to find out why the data was created.

5. Creator motivation interviews on a small scale for detailed insights into potentially 
unknown reasons why indicator values were created.

6. User interviews, surveys or data analyses to understand what types of people create the 
indicator data and how they differ from typical academics (e.g., younger, more likely to 
work in industry).

7. Pragmatic evaluations to assess the use of indicators in practice. These are the logical 
final step but may be conducted in advance by organisations that conduct trials with the 
indicator, such as publishers, and are primarily concerned with user opinions.

For people using alternative indicators but not evaluating them, the most important lesson 
from this chapter is that while statistically significant positive correlations between an alternative 
indicator and citation counts provide the most common source of evidence for their use, this alone 
is insufficient to assess the type of impact reflected or to validate a claim that they reflect a specific 
type of non-scholarly impact.

2.3 SUMMARY AND RECOMMENDATIONS
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CHAPTER 3

Usage, Popularity and Attention 
Indicators

An important indication of the level of interest in an academic output is the number of times that 
it has been used (Kurtz and Bollen, 2010). While documents are read and videos are watched, data 
and software may be downloaded and processed or enhanced. Usage data for documents may take 
different forms, including digital library downloads, online views, book sales and library holdings. 
It is also possible to refer to an artefact without necessarily using it. For example, librarians might 
tweet links to relevant articles without necessarily reading them. An attention indicator records 
how often an artefact has been noticed on a particular website, such as Twitter.

At the most basic level, an artefact must be used to be appreciated and so things that are 
rarely noticed are unlikely to have value. Usage indicators like view or download counts can there-
fore give important basic knowledge although they may give no insights into how something was 
used. It is difficult to give a concrete interpretation of many usage indicators in practice because of 
a lack of contextual information but the hypothesis that something must be used to be useful can 
still allow them to serve as impact indicators. The same is true for attention indicators and so these 
are the most general indicators in the sense that they do not suggest a type of impact. Nevertheless, 
in some cases it may be possible to infer a type of impact from the context. For example, if usage 
data is available for a set of educational textbooks then it would be reasonable to interpret this as 
educational impact evidence. Thus, all of the indicators discussed in this chapter could fit in the 
other chapters on more specific impact types for some applications. In particular, since the main 
audience for the work of scholars is other scholars, a usage indicator for most academic outputs is 
also likely to be a type of academic impact indicator.

Popularity indicators, such as like counts, give a little more information because they report 
the extent to which something has been appreciated but still do not give information about the 
impact type. 

3.1 GENERAL WEB CITATIONS
Counting the number of times that an article has been cited or mentioned online can, in theory, 
give an overall indicator of the level of interest in it. Although such a figure would encompass many 
different reasons for invoking the article, an overall level of interest indicator might still be useful. 
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It is possible to use a search engine to retrieve pages citing an article by querying for key 
article metadata, such as the title in quotes, together with the first author last name, journal title 
and publication year. This information is normally enough to ensure a correct citation unless the 
article has a short title. For example, the following Google query has been constructed to find web 
citations to a document.

“Decrease in Net Stool Output in Cholera during In-

testinal Perfusion with Glucose-Containing Solutions” 

“New England Journal of Medicine” Hirschhorn 1968

The above query is likely to get only correct matches to the (seminal) article: Hirschhorn, 
Norbert; Kinzie, Joseph L.; Sachar, David B.; Northrup, Robert S.; Taylor, James O.; Ahmad, S. Zafar; 
Phillips, Robert A. (1968). “Decrease in Net Stool Output in Cholera during Intestinal Perfusion with 
Glucose-Containing Solutions.” New England Journal of Medicine 279 (4): 176–81. doi:10.1056/
NEJM196807252790402. In contrast, articles with short titles may get some incorrect results, as 
in the following case, and the problem is particularly acute for articles with short titles in journals 
with short names, such as Nature, Science, and Cell.

“Red, white and blue” “Word Ways” Ashley 1979

The above query generates some false matches for the article: Ashley, L. R. N. (1979). Red, 
white and blue, Word Ways, 12(3), article 18. With a few exceptions it is therefore possible to use 
queries like the above to count web citations to academic articles. This counting can be done with 
the normal Google search interface for a few articles. For large collections, the process can be auto-
mated by constructing and submitting the queries with the free Webometric Analyst software (see 
Chapter 8). Articles with short titles may need to be excluded or their results manually filtered, if 
practical, in order to obtain a set of reasonably accurate results.

 General web citations are attractive for their ability to incorporate varied types of use of 
articles but their main problem for journal articles is the number of trivial matches. For example, 
these occur in the journal tables of contents that are frequently listed on the web by publishers and 
libraries for recording and publicity purposes. In addition, publications may be listed on the author’s 
online CV. In practice, therefore, the web citation method is most useful for papers that have not 
been published in serials and that are not subject to systematic publicity. This excludes most papers 
and books released by official publishers. Nevertheless, general web citations may be useful for in-
formally published documents, such as white papers, research reports, government reports, policy 
briefings: the grey literature. For example, it might be informative to count the general web citations 
of all the policy briefings produced by an organisation and its own publicity could be excluded from 
the results by removing all matches from its website. For example, to search for web citations to the 
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policy briefing Nesta Ideas Bank: Ideas to Transform Scotland, the following query would exclude all 
matches from the website of its creator, Nesta, www.nesta.org.uk,

“Nesta Ideas Bank: ideas to transform Scotland”  

–site:nesta.org.uk

This is because the site: keyword in Google and Bing matches pages within a website. Adding 
a minus sign before it excludes pages from that site. The results of the above query should therefore 
be web citations to the briefing from anywhere on the web except Nesta’s website (Figure 3.1).

Figure 3.1: A Bing search for webpages mentioning the report Nesta Ideas Bank: Ideas to Transform 
Scotland, showing the first two results. 

Coverage: Although there are no recent studies, it seems likely that almost all academic 
books and journal articles are mentioned online, giving coverage close to 100%.

Empirical evidence: While early pioneering research found that web citations to academic 
articles tended to have positive correlations with traditional citations to them, many of the web 
citations originated from journal tables of contents and library website listings, undermining the 
value of web citations in practice (Vaughan and Shaw, 2003, 2005). A technical alternative to the 
web citation is the URL citation, which is a mention of the URL of an article rather than its title. 
URL citations give similar results to web citations but have the disadvantage that few web citations 
to articles include a URL and so their coverage is lower (Kousha and Thelwall, 2007).

3.1 GENERAL WEB CITATIONS

http://www.nesta.org.uk
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Interpretation: Because web citations can be created for many reasons, the results can only 
be interpreted in very general terms. Web citation counts should therefore be viewed as attention 
indicators. In specific cases the citations may be for a relatively narrow set of reasons but systematic 
evidence of this would be needed, such as from a content analysis exercise, if a more specific type 
of impact than attention or interest is claimed.

3.2 ARTICLE DOWNLOAD AND VIEW COUNTS
It is impossible to be sure how often an article has been read because reading does not leave a 
recordable trace. Nevertheless, some activities associated with reading do leave a record, such as 
downloading an article from the publisher’s or author’s website or visiting a webpage containing 
it. Counting article downloads gives an imperfect measure of readership because someone might 
decide not to read an article after downloading it and examining its abstract. Others might read an 
article without accessing it electronically because they subscribe to a print version of the journal, 
read it in a library, or were given a printout by their lecturer. Some may even access an illegal copy 
of the article in an untraceable way.

On a small scale, download statistics may be identified for individual articles from their 
pages within the publisher’s website, if it reports this information. Unfortunately, there are technical 
problems with such figures. Some article downloads may be from web crawlers or other automated 
processes that do not reflect human readers. People may also download an article multiple times 
despite reading it only once. This may occur by accident or as a result of not saving a local copy 
and needing to check a document several times. Crawlers and multiple accesses may be automat-
ically excluded from download count data if the publisher has software to do this. Conversely, an 
unscrupulous publisher may artificially inflate download counts to make their journals appear to be 
more popular. These issues have led to the COUNTER agreement between publishers to exercise 
a similar level of care with their download statistics (www.projectcounter.org). COUNTER-com-
pliant article download counts therefore seem more likely to be accurate than others. Nevertheless, 
it is impossible to filter out administrative accesses of articles—such as by authors and research 
administrators seeking to recover copies of their articles or to check their metadata.

Institutional and subject-based repositories are additional sources of download statistics. In 
some fields, such as Physics, it is common practice to deposit preprints in the main subject repos-
itory (arXiv.org for physics, computing and related quantitative fields). Download statistics from 
such repositories may be more valuable than, or similarly valuable to, data from publishers. They are 
unlikely to be comparable between repositories, however, and arXiv deliberately does not provide 
any. RePEc (Research Papers in Economics), in contrast, provides citation and download statistics 
for its papers and includes substantial automated and manual checking for download spamming 
(Zimmermann, 2013). This spam filtering is important because the statistics are used for league 

http://www.projectcounter.org
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tables on the site and there have been attempts to manipulate them. The presence of a subject 
repository can give relatively easy access to comparable download data for the entire field, avoid-
ing the problem of publishers following different standards. Articles are likely to attract a varying 
proportion of their downloads from the repository, depending on the topic of the paper, because 
multidisciplinary articles may attract readers from other fields that do not use the archive. Journal 
open access policies will also affect the level of downloading of articles from a repository. 

Coverage: Almost all online academic artefacts will presumably have been accessed at least 
once by their author, giving coverage close to 100%. In practice, however, the main coverage issues 
are whether the artefact is available in an electronic version (some books are not) and whether 
download or view count statistics are available for those that are online.

Empirical evidence: Article downloads tend to have a positive correlation with citation 
counts in many but not all fields. An early study found that the number of downloads of an article 
in the NASA Astrophysics Data System was a good indicator for its future citation count (Kurtz 
et al., 2005; for a follow-up see: Kurtz and Henneken, in press). This relationship has been con-
firmed by a subsequent study of the subject repository arXiv, finding that the correlation between 
downloads (within arXiv) and citations rose to 0.432 after two years (Brody et al., 2006). These 
investigations might represent special cases where there is a single dominant source of downloads 
for a field, whereas in other subject areas there are more varied article sources. A later large-scale 
comparison of download counts from Elsevier’s ScienceDirect with peer review scores for articles 
from 2008 submitted to the 2014 UK REF found correlations varying from -0.593 for Chemistry 
(n=120) to 0.423 for Public Health (n=200) and 0.440 for Philosophy (n=15). Just over half (18 out 
of 32) of the correlations were positive (HEFCE, 2015). The mixed results here are probably due to 
readers accessing the papers from multiple different sources: subject and institutional repositories, 
author pages, academic social websites and publisher websites. Aggregating articles by journal, the 
correlation between ScienceDirect downloads and Scopus citations is about 0.3 in the arts and 
humanities, 0.5 in social science, 0.65 in natural sciences and engineering and 0.8 in medicine 
(Halevi and Moed, 2014). This study suggests that at the individual article level the overall Spear-
man correlation between Scopus citations and ScienceDirect downloads is about 0.9 (from a visual 
inspection of Figure 7 in Halevi and Moed, 2014).

Interpretation: It seems reasonable to interpret article download and view counts as rough 
evidence of overall readership, despite the limitations discussed above. This indicator is likely to 
be more accurate when there is a single primary source for articles, such as if the journal is online 
only, does not allow authors to post preprints elsewhere and filters download statistics carefully. In 
terms of the type of impact, readers of scientific articles seem likely to be mainly scholars, and this 
supposition is supported by the relatively high correlations found with citation counts, as discussed 
above. Nevertheless, professionals and students also read articles and so article accesses may reflect 
a combination of academic, educational and professional impacts, with the exact combination de-

3.2 ARTICLE DOWNLOAD AND VIEW COUNTS
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pending on the field. Thus, while the most appropriate generic description for download or view 
counts is usage indicators, in fields where articles are rarely read by non-academics, such as some 
pure maths topics, it may be clear that they are academic impact indictors. 

3.3 RESEARCHGATE AND ACADEMIA.EDU DOWNLOAD AND 
VIEW COUNTS

Academic social network sites like ResearchGate and Academia.edu allow researchers to create 
profiles that include prominent lists of their publications, with the option to upload full text ver-
sions of these publications. ResearchGate had, at least in 2014, a particularly large pool of regular 
academic users, just short of Google Scholar in this regard but ahead of LinkedIn, Academia.edu 
and Twitter (Van Noorden, 2014). ResearchGate and Academia.edu record and display counts of 
the number of times that each article has been downloaded (if available in full text) or its metadata 
viewed. This gives a new source of usage data. If these sites have substantial numbers of users, then 
they will undermine usage data from publishers by providing an alternative source of articles. If the 
view or download counts in these sites are extracted for indicators, then they have the limitation 
that the users of these sites are likely to be a biased subset of all article readers. This bias is likely 
to be towards younger and more technologically competent readers. There are also likely to be in-
ternational biases in the uptake of each site that may transfer into biases in patterns of reading. An 
additional problem is that the statistics seem to be easily spammed. 

Academic social network sites organise researchers by institutional affiliation and Re-
searchGate (currently) provides ranked lists of universities based on the combined properties of 
researchers on the site. These rankings are clearly influenced by the extent to which members of a 
university have signed up to the site. The ranked lists of scores based on activity within the sites are 
not relevant for academic indicators.

It is possible to score academics based on their activities within academic social network sites 
and this might provide indicators of ways in which scholars can contribute to the community other 
than through publication (Hoffmann et al., 2015).

Coverage: All articles on ResearchGate seem to have been viewed at least once (Thelwall 
and Kousha, in press-a) and the same is probably true for Academia.edu, but the coverage of these 
sites in terms of the proportion of WoS or Scopus articles in them is unknown.

Empirical evidence: Rankings of institutions based on ResearchGate data correlate posi-
tively with other academic institutional rankings (Thelwall and Kousha, 2015; Yu et al., 2016). View 
counts for articles in ResearchGate seem to have low positive correlations with citation counts that 
vary by field. For articles uploaded to ResearchGate in July 2014 and published before 2004, cor-
relations with citations varied from 0.28 (medicine, agriculture) to 0.45 (biochemistry), although 
only five fields were checked (Thelwall and Kousha, in press-a). There does not seem to be any em-
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pirical evidence about article views on Academia.edu, probably because these are not downloadable 
with a standard web crawler.

Interpretation: View and download counts on academic social websites can be interpreted 
as evidence of readership, but their potential biases should be acknowledged. As for other sources 
of article downloads and views, the default description should be as a usage indicator, but in some 
contexts a more specific impact type may be appropriate. 

3.4 VIEW, ACCESS OR DOWNLOAD COUNTS FOR OTHER 
SCHOLARLY OUTPUTS

Most of the above discussion also applies to other scholarly outputs: it can be useful to count how 
often they have been viewed, accessed or downloaded as an imperfect indicator of how often they 
have been used. For things other than journal articles, the likelihood of irrelevant downloads is 
probably higher, because many websites may not be careful with their view, download or access 
counts and may allow practices that artificially inflate them. A particular problem with non-stan-
dard scholarly outputs is that the size of their intended audience may vary greatly and so it may 
not be reasonable to compare view access or download counts between resources. For example, 
one researcher might create videos aimed at school children that get 1,000 views each and another 
might create a video for other researchers describing how to conduct an experiment with a com-
plex apparatus and attract only 10 views. It is not clear that these 10 views by scientists are worth 
less than the 1,000 views by pupils, because the former might provide irreplaceable and substantial 
help to the scientists with their goals, whereas the children might be entertained but only slightly 
informed by the video. The following are some important types of non-scholarly outputs for which 
it could be useful to count views, accesses or downloads.

Computer software can substantially benefit researchers and others if the source code is shared 
online in a bespoke open source software repository, such as GitHub.com, or if the compiled pro-
gram is deposited online, such as in the academic resource-sharing site FigShare (e.g., the popular 
program igraph: Csardi and Nepusz, 2006). Counts of downloads of the software or code can 
provide evidence about the size of its user base. These figures could be underestimates if the code 
is incorporated into other programs, so that users downloading the new software benefit from the 
recycled code without needing to download the original. Download counts should not be routinely 
compared between different programs because even relatively trivial computing contributions can 
sometimes fill a wide need and attract high download counts—as is the case for one collection of 
icons (Thelwall and Kousha, 2016a). The fundamental reason is that computer programs are used 
for such a wide variety of purposes that they are not easily comparable when they do not attempt 
to solve the same problem.

3.4 VIEW, ACCESS, OR DOWNLOAD COUNTS FOR OTHER SCHOLARLY OUTPUTS
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Research data sharing is important in some areas and there are a number of specific data shar-
ing repositories, such as Dryad (Miller, 2016), for this. General purpose academic resource sharing 
repositories like FigShare can also be used successfully to share data (Thelwall and Kousha, 2016b). 
Counting data downloads can give an idea of the level of interest in it but the uses are likely to vary 
greatly in depth. For example, one download may lead to an important new paper whereas another 
might be used by a student for a class project.

Images sharing is important in astronomy and the arts, where it can help to engage the public 
in topics of academic interest. Image search engines can be used to count how often individual 
images have been replicated online to serve as a usage indicator (Kousha et al., 2010b).

Videos shared online and created by academics may be used for science outreach, for ed-
ucation, to describe their work, or may be the main outputs of some scholars. The most popular 
science outreach site is currently the TED Talks website that hosts thousands of curated talks by 
academics and others. Since these talks all target a wide audience it would be reasonable to com-
pare the view counts for videos uploaded (Sugimoto and Thelwall, 2013). Any comparisons should 
be made at a similar point in time to avoid giving an unfair advantage to older videos. In contrast, 
videos uploaded to SlideShare could have any target audience and so it would be difficult to justify 
comparing view counts between them. This is even more true for academic videos on YouTube be-
cause the huge user base of the site and its overall recreational focus gives the potential for videos 
to be watched casually for purposes other than that for which they were intended. Nevertheless, 
an academic who had created a successful video could use its YouTube or SlideShare view count 
as evidence of its success as long as they set the figures in context with the purpose of the video 
and acknowledged that it may have been used for other purposes. For example, the very high view 
count of the “Lady Gaga’s ‘Bad Romance’ played on the Iowa State University carillon” video (over 
800,000 views by July 2016: Figure 3.2) is good evidence that the music and theatre scholar Tin-
Shi Tam has created something that triggered wide public interest.
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Figure 3.2: A YouTube video produced by an academic, showing the number of views underneath.

Coverage: Most online academic outputs are likely to have been viewed, accessed and down-
loaded at least once by their creator, giving coverage close to 100%.

Empirical evidence: Download counts for projects in Google Code have a weak correlation 
(0.27) with their Scopus citations (Thelwall and Kousha, 2016a). Papers which share their data tend 
to attract more citations (Piwowar et al., 2007), which supports the value of data re-use. Empirical 
evidence does not seem to be available yet for the other sources discussed.

Interpretation: The type of impact generated by non-standard scholarly outputs is the most 
complex to discuss. For all types of resources, the nature of their impact is very context specific and 
the impact type of these indicators can only be expressed with the very general term usage impact, 
even though for specific types of resource the intended use may be clear and a narrower impact type 
may be assumed (e.g., educational, academic).

3.4 VIEW, ACCESS, OR DOWNLOAD COUNTS FOR OTHER SCHOLARLY OUTPUTS
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3.5 LIKES AND RATINGS FOR ALL SCHOLARLY OUTPUTS
Many social websites allow users to rate posts using a standard scale or record their approval by 
clicking a like button or their disproval by clicking a dislike button. In theory, this information 
about academic resources within general websites (academic social websites do not seem to have 
these yet) might give useful information about the quality of the resources. It seems plausible that 
good quality (from the perspective of the actual rather than intended audience) resources would get 
a high proportion of likes to dislikes and that the total number of likes could be a useful indicator of 
the number of people who found it useful. Nevertheless, a resource might be liked for aspects other 
than its quality, such as if it had a funny title or if it presented a perspective that the viewer agreed 
with. For example, videos about religion or politics may get many likes and dislikes from partisan 
viewers irrespective of the quality of the video or argument. Likes are rarely used for academic-re-
lated indicators but one exception is an analysis of videos from the TED website (Sugimoto and 
Thelwall, 2013). Ratings have been used in book-based evaluations, however.

As with usage metrics, rating and counts (or the ratio of likes to dislikes, or the proportion 
of resource accesses that trigger a like) have context-specific interpretations and should not be 
compared between resources designed for different audiences. They should also be benchmarked 
against values for similar resources designed for a similar audience in order to give context. This 
is particularly important because there is probably a bias towards positivity, with dissatisfied users 
forgetting about a resource rather than taking the time to click Dislike. Nevertheless, except in cases 
of controversial topics, it seems reasonable to interpret like counts as an indicator of usefulness to 
the audience and stronger than an attention or access indicator.

Coverage: Coverage is likely to vary widely by site.
Empirical evidence: There seems to be no empirical evidence of the value of like counts for 

academic content. Ratings of books in Amazon have a low positive Spearman correlation with their 
Scopus citation counts. The coefficient is 0.2 in the social sciences, arts and humanities and 0.1 in 
science (including book citations) (Kousha and Thelwall, 2016a).

Interpretation: Likes and ratings reflect usage or popularity but a more specific impact type 
would be appropriate if the documents or resources assessed have a known audience type, such as 
scholars, professionals or students. 

3.6 CITATIONS AND LINKS FROM TWITTER AND WEIBO
Twitter and Weibo are prominent general purpose microblogging sites that allow users to broadcast 
short public messages. These posts may embed links or contain citations to academic outputs (Fig-
ure 3.3). They are publicly searchable so that any web user could read them and posts are injected 
into the news streams of the post author’s followers, giving them a ready audience.
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Figure 3.3: A tweet about a research article including a link to access the article.

Microblogs seem to be mainly used for discussing general or personal news with a focus on 
events that have just happened. Their ostensible purpose is not to create authoritative content or a 
public record but to discuss current happenings. For example, Twitter asks its users to tweet about 
what they are doing now. Weibo is a China-focused microblog site that is more popular than Twit-
ter in China but that has similar properties and perhaps also similar patterns of use. Twitter (ranked 
8 globally by Alexa in June 2016: http://www.alexa.com/topsites) and Weibo (ranked 21 globally 
and 5 in China by Alexa in June 2016) are both extremely popular sites and so it is logical to assess 
whether their posts could be harvested for indicators of popular interest in scientific articles.

Do microblog posts reflect public interest in academic research? Although most microblog 
users are not academics, the vast majority of posts about research are probably written by scholars 
or computer programs. One content analysis of a sample of tweets linking to academic articles 
found no evidence of posts from non-academics (Thelwall et al., 2013b). This dominance can occur 
because academics are naturally much more interested in research than the public and are the 
primary audience for most academic publications. In addition, a substantial number of academic 
outputs are not understandable to a lay audience, and non-scholars rarely have a tradition of citing 
primary sources of evidence. Thus, even though microblogs could in theory give evidence of wider 
public interest in academic research, they mainly reflect academic interest except in exceptional cir-
cumstances. The most prolific academic tweeters may not be the same as the most prolific authors 
(Haustein et al., 2014a) and so it seems likely that many academic tweets are not from the authors 
of the tweeted work. Substantial numbers of tweets about scholarly articles are also generated by 
automatic agents, either tweeting about a common topic or tweeting all articles from a particular 
website, such as arXiv.org or publisher digital libraries (Haustein et al., 2016). Thus, tweets about 
research also reflect publicity to some extent.

A second issue to consider when interpreting the number of microblog posts about an article 
is that there are many reasons why someone might want to post about academic research. From an 
indicator perspective, the ideal motivation might be that someone has read an article, found it to 
be interesting and useful, and then posted about it to share their discovery with others in their net-

3.6 CITATIONS AND LINKS FROM TWITTER AND WEIBO
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work. If all tweets were created like this, then counting posts would give an indicator of academic 
research quality. In contrast, an irrelevant motivation occurs when the author, publisher or journal 
editor promotes an article by tweeting about it. This is presumably common and so publicity is an 
important motivation for tweeting about research. There are also relatively trivial reasons for tweet-
ing articles that derive from microblogs being on social media and scientists occasionally engaging 
in purely social communication. An article might be tweeted to generate amusement if its title or 
content was perceived to be entertaining (e.g., the 16th highest score in Altmetric.com in 2015 was 
for the 2014 article, “Shaping the oral microbiota through intimate kissing,” which had a modest 
citation count of 21 in Google Scholar by June 2016: https://www.altmetric.com/top100/2015/). 
Someone might also tweet their friends’ articles or the new work of well-known scholars. Despite 
the use of Twitter for publicity and entertainment, tweet counts can still be research quality indica-
tors if they tend to associate with research quality.

 Another limitation is that not all social web posts convey the same weight of evidence in 
the sense that some are composed after careful consideration by experts whereas others are gener-
ated by a single casual button click. Assuming that automatically generated posts created by robots 
can be filtered out, the single button click tweets are particularly problematic. These legitimately 
occur in article webpages within some publishers’ websites. Such a page may have a pre-composed 
but customisable relevant post (e.g., the article title and a link to the article page) and only a single 
click would be needed to send it as a Tweet, Weibo, Facebook or Reddit post from a user’s personal 
account, assuming that they were already logged in. This facility presumably ensures that a much 
higher proportion of article readers post about articles from social media–friendly publishers than 
from others. Thus, any comparison of counts of posts between articles from different publishers may 
be misleading.

 A technical issue with identifying citations from microblogs is that posts tend to be too 
short to contain a full citation in addition to a moderate amount of associated text. Microbloggers 
may instead cite articles by linking to a relevant page, such as an online preprint or the article page 
within the journal website. They may also give a DOI or an oblique reference, such as “Smith’s latest 
paper just published in JASIST.” Any counts of citations from a microblog site therefore depend on 
the methods used to extract citations.

Coverage: Although there is no evidence about academic books, more articles have tweet 
citations than any other type of social web mentions, at least in the data collected by Altmetric.
com (Costas et al., 2015b; Thelwall et al., 2013a). Almost half (49%) of articles published in the 
general journal PLOS One in 2013 had been tweeted by 2014 (Zahedi et al., 2014a) and 70% of 
recent articles from 785 high-impact science journals had been tweeted at least once (Alhoori and 
Furuta, 2014). As is the case for all web indicators examined, coverage is much weaker for national 
literatures. For example, only 2% of Latin American journal articles from 2013 had been tweeted 
by 2014 (Alperin, 2015).

https://www.altmetric.com/top100/2015/
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Empirical evidence: The first empirical study of Tweets as an impact metric found evidence 
that tweet counts could be used to predict future citations with a success rate better than random 
guessing (Eysenbach, 2011), but the evidence was presented for one high profile online journal and 
the same may not be true for others (see also: Shuai et al., 2012). Another early study found no 
correlation between tweets and citations, attributing this to the rapidly increasing uptake of Twitter 
(at the time), with people tending to tweet just-published articles. Because of this, newer articles 
tended to be more tweeted. In contrast, older articles had longer to be cited and so tended to have 
higher citation counts (Thelwall et al., 2013a). A later study of PubMed articles found statistically 
significant but low positive correlations between citation counts and tweet counts for articles from 
individual disciplines and years, averaging 0.157, but varying between -0.645 for arts (n=71) and 
-0.209 for mathematics (n=2461) to 0.232 for biomedical research (n=286,398) (Haustein et al., 
2014b). An analysis of WoS publications from multiple categories found an overall low correlation 
of 0.167 (Costas et al., 2015b). Surprisingly, in this context, counts of tweets to articles (from the 
year 2008) have a (low) positive correlation with peer review judgements of the quality of the ar-
ticles in 30 out of 36 broad subject areas, with the highest value being 0.234 (for art and design, 
n=130), using UK Research Excellence Framework 2014 data (HEFCE, 2015). The correlations 
tend to be very low, with 22 of the 30 positive correlations being less than 0.1. Overall, then, tweet 
counts tend to have a low correlation with citation counts and peer review scores. This low value 
suggests that tweets partly reflect the quality or impact of the tweeted articles and partly reflect 
other factors, such as the volume of publicity for them and social tweeting factors. There does not 
appear to be any similar empirical evidence about the value of Sina Weibo or other microblogging 
sites and so the default position should be that they are also likely to provide weak impact evidence.

Interpretation: Although there is no specific empirical evidence to support this claim, the 
most reasonable interpretation of microblog posts count is as an interest or attention indicator. As 
an indicator rather than a direct measure, the existence of irrelevant motivations, such as publicity 
or social reasons, does not invalidate this claim since there are more substantial motivations. It also 
seems likely that some users post about articles that look interesting and topically relevant without 
necessarily reading and evaluating them first.

3.6.1 REPOSTS

An important feature of microblogs is that users can forward others’ posts, for example by retweet-
ing. Retweet counts can be used as attention indicators for individual tweets and can be used as 
evidence of the success or reach of individual tweets but they do not seem to be used as an aca-
demic indicator. Their use as an indicator for articles would be possible if the number of retweets 
of the original author or publisher publicity tweet was counted. This does not make sense, however, 
because an article can easily be tweeted about without retweeting the publisher’s tweet. In contrast, 
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if an article is tweeted about by anyone then it would be possible to include all retweets within the 
count the number of times that the article had been tweeted. This is undesirable from the perspec-
tive that it takes more effort to compose a new tweet than to retweet an existing one. Similarly, 
although some original tweets are generated by button clicks on publisher websites, such button 
clicks at least indicate that the user has taken the time to visit the page of the article, which is not 
necessarily true for retweeters. An ideal solution would be to weight a retweet at a fraction of the 
value of an original tweet, using empirical evidence to identify the most appropriate fraction to use 
but this does not seem to have been done yet.

3.7 CITATIONS IN GENERAL SOCIAL NETWORK SITES: 
FACEBOOK, GOOGLE+

Social network sites are websites that allow users to join, normally without charge, to have a public 
profile, and to publicly connect with other members. These public connections take the form of 
public lists of Friends, subscribers, or followers. The most prominent current example of a social 
network site is Facebook but some countries have more popular variants, such as Vk.com in Russia. 
Many microblogging sites, such as Twitter and Sina Weibo, are also social network sites, as are 
many resource-oriented social websites, including YouTube and Flickr. The focus in this section 
is on general social network sites rather than those that specialise in microblogging, videos or any 
other type of resource.

General social network sites often incorporate a microblog in the form of public messages 
posted on user profile pages. In Facebook these are currently called wall posts. As in Twitter, such 
posts can target individuals but are, by default, broadcast instead. These posts may occasionally dis-
cuss academic research and so have the same potential to be harnessed for indicators as microblog 
posts. The main difference is that general social network sites are not mainly designed for news 
exchange in the way that microblogs are and so it seems likely that they will provide fewer posts per 
user. A practical disadvantage is that general social network site posts might be private by default 
for a large fraction of users, which reduces the amount of data available for indicators.

Coverage: About 21% of recent articles from 785 high impact science journals had been 
cited in Facebook and 4% in Google+ according to altmetric.com data (Alhoori and Furuta, 2014). 
The figure for general articles is probably substantially below 18%, however (see Table 3 in: Thelwall 
et al., 2013a). Only 0.6% of Latin American journal articles from 2013 had been cited by Facebook 
wall posts by 2014 according to Altmetric.com data (Alperin, 2015).

Empirical evidence: The number of Facebook or Google Plus posts mentioning academic 
articles, as gathered by Altmetric.com has been shown to have a very small positive correlation 
with citation counts and to be much rarer than tweets (Costas et al., 2015b; Thelwall et al., 2013a).
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Interpretation: As in the case of posts from microblog sites, it seems reasonable to charac-
terise counts of citations from general social network sites as indicators of interest and attention. It 
seems likely that author publicity would exist in any general social network site in which academic 
research is often cited, and this will probably reduce the overall strength of indicators.

3.8 BOOK REVIEW COUNTS AND RATINGS
Although book reviews published in academic journals (e.g., Champion and Morris, 1973) are a 
recognised source of impact evidence for scholarly monographs, there are new large-scale web-
based sources of book reviews that may provide evidence of the reception of books by non-academ-
ics. The Choice website systematically reviews all types of books from the perspective of librarians. 
Each review describes and rates the book and also assesses the audience that it is most appropriate 
for. The ratings given by this site are particularly promising as a simple source of quantitative subject 
evaluation data. This data must be manually extracted by subscribers, however, and so this is not a 
simple source to use for large-scale evalutaions (Kousha and Thelwall, 2015b).

Public reviews on general book-based websites like Amazon.com and Goodreads provide 
an additional source of book reviews. These can be written by any user and some are posted anon-
ymously by authors or by publishers and so they contain a degree of spam. Another limitation is 
that books on controversial topics may receive partisan reviews and books that attract much pub-
licity may receive additional negative reviews as a result of reaching a wider audience. For example, 
prestigious book-prize winners can expect to start receiving a higher proportion of negative reviews 
as a result of their fame (Kovács and Sharkey, 2014). The reviews cover both academic and non-ac-
ademic books and presumably are primarily written by people who have just read the book. Like 
Choice, these sites have ratings associated with reviews (on a five-point scale) and so can be used 
for their subjective evidence in addition to counting the number of reviews for each book. Data 
for books can be systematically extracted from Goodreads using its API and from Amazon with a 
combination of techniques (see Sections 8.15 and 8.16) and so both are practical sources of book 
review evidence for large-scale assessments. The ease with which they can be spammed rules them 
out from use in formal evaluations, however.

Coverage: Under a third of BkCI (Book Citation Index, in the Web of Science) monographs 
from 2008 had at least one Amazon review in the arts and humanities (31%), social science (25%), 
and science and medicine (29%) by mid 2014 (Kousha and Thelwall, 2016a). For a selection of 
15,928 BkCI academic books in 2008‒2010, most in the arts (85%), humanities (80%) and social 
sciences (67%) had at least one Goodreads review by 2015 (Kousha et al., in press).

Empirical evidence: Amazon review counts correlate with WoS/BkCI citations with low 
strengths, varying from 0.22 (social science) and 0.19 (arts and humanities) to 0.12 (science, 
engineering and medicine) (Kousha and Thelwall, 2016a). The number of reader ratings within 
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Goodreads has a low correlation of 0.21 with the number of citations to selected history books 
(Zuccala et al., 2015b). Ratings of books from the library-oriented magazine Choice have low 
positive correlations with Google Books citations (science and technology: 0.35; humanities: 0.14; 
social and behavioural sciences: 0.08) and with library holdings (science and technology: 0.27; hu-
manities: 0.30; social and behavioural sciences: 0.12) (Kousha and Thelwall, 2015b). This evidence, 
having similarly low correlations with citation counts as sales and library holding data, suggests that 
reviews might reflect a different type of impact or, since they can be influenced by spam, may not 
reflect any type of impact.

Interpretation: Choice book ratings could be viewed as a usefulness indicator since the rat-
ings are aimed at guiding librarians’ purchasing strategies. It seems reasonable to also view them as 
proxy evidence of the likely readership of a book. Amazon and Goodreads review counts are usage 
indicators and average ratings can be used as popularity indicators.

3.9 BOOK SALES
Book sales are presumably a good indicator of audience size, although the figures ignore library 
lending and online reading. Since publisher sales are rarely available, sales ranks from online book-
stores like Amazon.com may be used as a proxy. This assumes that online sales would be propor-
tional to total sales but this is unlikely to be universally true.

Coverage: Presumably all academic books sell at least one copy, giving a coverage of 100%, 
but the key coverage issue is the proportion of books that register sales on public websites. Amazon.
com does not report sales but reports sales ranks. These are dependent on both time and market 
rather than total sales, but seem to have a coverage of 100%.

Empirical evidence: Amazon.com sales ranks correlate with WoS/BkCI citations with 
low strengths, varying from 0.25 (arts and humanities) and 0.23 (social science) to 0.13 (science, 
engineering and medicine) (Kousha and Thelwall, 2016a). The low correlations suggest, but do not 
prove, that book purchases reflect non-scholarly impact to a substantial degree.

Interpretation: Sales ranks indicate book readership, with the precise nature of the value 
gained by the reading depending upon the type of book. This could include cultural, educational, 
scholarly or professional value. Thus the generic term usage indictor is appropriate.

3.10 LIBRARY HOLDINGS FOR BOOKS
The number of libraries holding a copy of a book seems to be a reasonable indicator of its likely 
readership (Torres-Salinas and Moed, 2009; White et al., 2009). It is imperfect because a popular 
novel might be continually checked out, with a long waiting list, and a course book might be in a 
university short loan collection so that a different person can check it out every day but other books 
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might never be opened. Similarly, some books are marketed solely as reference works for libraries 
whereas others are primarily written for the general public.

It is possible to get systematic international evidence about the number of libraries holding 
a book from the WorldCat website by requesting a list of libraries holding a book from the book’s 
ISBN or other key information (Figure 3.4). WorldCat is an organisation that seeks to maintain 
a comprehensive index of the books held by the world’s libraries so that librarians and others can 
track down books for inter-library loans or direct borrowing. This combined catalogue information 
can be automatically gathered via an API, making library holdings a practical indicator for large 
collection of books. Permission must be first sought from WorldCat to use the API, which may 
delay its use in practice. Once an API key has been granted, Webometric Analyst can be used to 
extract the necessary information.

Figure 3.4: Library holdings for a book as reported by WorldCat.

Coverage: All of a sample of BkCI monographs from 2008 have at least one WorldCat 
library holding record in the arts and humanities, social science and science and medicine (Kousha 
and Thelwall, 2016a).

3.10 LIBRARY HOLDINGS FOR BOOKS
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Empirical evidence: All BkCI monographs from 2008 are in at least one library. For these 
books, WorldCat library holdings correlate with WoS/BkCI citations with low strengths, vary-
ing from 0.15 (social science) and 0.14 (arts and humanities) to 0.09 (science, engineering and 
medicine) (Kousha and Thelwall, 2016a). An earlier study had found higher correlations in the 
humanities between WorldCat library holdings and Scopus citations for 2007‒2011 books in his-
tory (0.28) and literature (0.25) (Zuccala and Guns, 2013). The difference may be due to the more 
extensive or more international coverage of Scopus. As with sales data, the low correlations suggest, 
but do not prove, that library holdings reflect a substantially different type of impact to traditional 
journal citation impact.

Interpretation: Despite the limitations discussed above it seems reasonable to use library 
holdings as evidence of the likely readership or usage of the book. This is a very general indicator 
description but a more specific phrase, such as scholarly, educational or cultural impact is inappro-
priate as a general term for all scholarly books because there are probably substantial numbers of 
academic books that have only one of these types of impacts. If the context of the reading is clear 
for a book or collection of books, then it would be reasonable to use a narrower term. For example, 
if the books were all literary novels, then library holdings could reasonably be called a cultural 
impact indicator.

3.11 ADVANCED WEB SERVER LOG FILE ANALYSIS
Web server log files record web requests for documents. These log files are routinely used by web-
site owners to keep track of the usage of their site. They (or browser-based page tagging) are also 
used by publishers to count how often their articles are downloaded. Publishers and others given 
access to these log files can mine them for more detailed information to give a more fine-grained 
interpretation of the basic download counts. This extra detail can be deduced about many of the 
people requesting files. If they log on to a digital library, then their exact identity would be known 
and otherwise in most cases it is possible to infer their geographic location from their IP address. 
It is also possible to guess what type of person they are from their IP address to some extent. For 
example, a user accessing from a university IP address is likely to be a student or employee of the 
university. Similarly, someone accessing from a government or (some types of ) commercial IP 
address is likely to be an employee of the organisation. Using this information, it is possible to 
construct audience-specific indicators for a digital library or repository.

Coverage: Permission is rarely given to access copies of web server log files so coverage is 
low in practical terms.

Empirical evidence: Visitors to an academic website can be automatically classified as to 
their likely broad user type (e.g., research, industry, government) with a high degree of accuracy 
(90%) from server log file information (Duin et al., 2012).
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Interpretation: Advanced log file server accesses can give a set of audience-specific usage in-
dicators. This is most simply accomplished by reporting the overall access count and the proportion 
from the main sources found from their IP addresses. Thus, given the ability to map IP addresses to 
sector types, web server log file analyses can give fine-grained impact evidence by splitting up the 
overall accesses into different types (e.g., educational, commercial, governmental).

3.12 SUMMARY
Usage, popularity and attention data are the most basic type of impact indicators since they do not 
point to any particular type of impact, although the type of impact may be clear from the context. 
Other factors being equal, it seems likely that documents and resources that have received more at-
tention are likely to have had a bigger impact since being ignored is not a pathway to impact. Some 
of the indicators, such as library holdings, are numbers without any context and cannot therefore 
be checked for spam or investigated to get insights into usage contexts. In contrast, web citations, 
microblog and social network citations each have some associated text and so can be verified and 
examined in order to find out why they were created, giving the potential to check whether the 
results are meaningful and suggesting an impact type. Nevertheless, microblog citations seem too 
short to give a useful context in most cases. Usage indicators may be particularly helpful for indi-
vidual non-standard resources (e.g., videos, software) to support a narrative claim for the type of 
impact that they have had.

3.11 ADVANCED WEB SERVER LOG FILE ANALYSIS
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CHAPTER 4 

Academic, Commercial and 
Organisational Web Indicators

Some indicators are likely to reflect a specific type of impact rather than just usage. Several natu-
rally express a type of academic impact. This applies to social bookmarking sites, because these are 
typically used by researchers, Google Books citations, because they are normally a type of academic 
citation, and blog citations, because scientific blog posts discussing research are often written by 
academics even if they target a wider audience. While one of the reasons for the drive to use alter-
native indicators to supplement citation counts has been to find evidence of non-academic impacts, 
new academic impact indicators can be employed to provide earlier evidence of impact (e.g., Men-
deley, blog citations) or different aspects of academic impact (Google Books citations).

Patent citations have been used for many years as a commercial impact indicator because 
of the way that they connect knowledge to the right to profit from it. With the creation of the 
Google Patents service, patent citations can now be created from the web and this chapter covers 
web-derived patent indicators. Moreover, many businesses, governments and non-governmental 
organisations produce grey literature and so citations from online grey literature can be a source of 
organisational impact evidence.

4.1 MENDELEY AND SOCIAL BOOKMARKING/READER 
COUNTS

Mendeley is a free social reference recording and sharing website. Members can enter information 
about academic and other publications within the site and Mendeley will then help them to create 
reference lists for articles and will also save the information for possible future use. On the social 
side, members can browse the references of other users in order to find new papers (i.e., collabora-
tive filtering). This might be useful because someone with a shared topic of interest or overlaps in 
their reference lists may have found other relevant papers. Members can connect with and com-
municate with each other, treating Mendeley as a virtual community or as a convenient site with 
which to communicate with their acquaintances. The large number of Mendeley users makes it a 
substantial source of evidence about interest in academic articles (Gunn, 2013).

 Mendeley readership is currently the alternative indicator with the strongest empirical ev-
idence to support its use, but has the disadvantage that it does not reflect a different type of impact 
to that of traditional citation counts. Mendeley readership counts are useful indicators of scholarly 
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impact (see below), because they are numerically large (Costas et al., 2015a, 2015b) and occur 
sooner than do citations (Maflahi and Thelwall, 2016; Thelwall and Sud, in press). A researcher 
reading a paper can add it to their Mendeley library while conducting a study or writing it up, and 
this may well be at least a year earlier than the publication date of their paper. Thus, Mendeley can 
give earlier evidence of impact than can citations. This timeliness property is particularly helpful for 
research evaluations because these often need to examine recent publications.

 Other social reference-sharing sites include Bibsonomy, CiteULike, Connotea and Zotero. 
These seem to have fewer users than Mendeley in most subject areas (e.g., Fenner, 2013; Li et al., 
2012) and most lack an API to allow their data to be collected for research evaluation purposes. 
Bibsonomy reports the number of users that have registered an article on the site (called bookmark-
ing), which is equivalent to the Mendeley reader count. Bibsonomy has an API (www.bibsonomy.
org/help/doc/api.html) that does not report the number of users for an article and so is not useful 
for automating indicator data collection.

Coverage: For a set of journal articles and reviews 2010 and 2012 in both PubMed and 
WoS, the proportion with at least one Mendeley reader varied from 41% in the humanities to 81% 
in psychology (Haustein et al., 2014b; see also: Alhoori and Furuta, 2014; Zahedi et al., 2014a). 
Mendeley coverage may be similar for documents outside of the core WoS collection because 71% 
of Latin American journal articles from 2008 in one study had a Mendeley reader by 2014 (Alperin, 
2015). For a selection of BkCI monographs from 2008, few in the arts and humanities (4%), social 
sciences (6%) and science and medicine (14%) had any Mendeley readers in mid-2014 (Kousha 
and Thelwall, 2016a). About 21% of recent articles from 785 high-impact science journals were 
bookmarked in CiteULike (Alhoori and Furuta, 2014).

Empirical evidence: Studies of many different academic fields have found Mendeley read-
ership counts to have substantial positive correlations with citation counts. A first analysis showed 
that Mendeley reader counts correlated strongly with WoS citation counts for articles from the year 
2007 in Nature (0.559, n=793) and Science (0.540, n=820) (Li et al., 2012). For broad disciplines, 
correlations with citations tend to be positive and moderate. Spearman correlations with WoS 
have been found for articles from 2008 for clinical medicine (0.463), engineering and technology 
(0.327), social science (0.456), physics (0.308) and chemistry (0.369) (Mohammadi et al., 2015), 
and in psychology (0.514), social sciences other subjects (0.403), education and education research 
(0.484), information science and library science (0.535), business and economics (0.573), philos-
ophy (0.366), history (0.428), linguistics (0.454), literature (0.403) and religion (0.363) (Moham-
madi and Thelwall, 2014). Within 45 more narrowly defined medical fields and relatively old arti-
cles from 2009, the correlation between Mendeley readers was even higher, averaging 0.7 (Thelwall 
and Wilson, 2016). One large-scale investigation compared Mendeley reader counts to peer review 
scores for articles submitted to the 2014 UK REF, finding substantial positive correlations in 32 
out of 36 broad fields. The highest Spearman correlation was 0.441 (for clinical medicine, n=2070), 

http://www.bibsonomy.org/help/doc/api.html
http://www.bibsonomy.org/help/doc/api.html
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using UK Research Excellence Framework 2014 data (HEFCE, 2015). The positive correlations 
tend to be low although a majority are at least 0.1; 8 of the 32 positive correlations above 0.2 and 
a further 10 between 0.1 and 0.2. Mendeley readership counts are internationally biased because 
its users are disproportionately likely to register articles written by people from their own country 
(Thelwall and Maflahi, 2015). The same is true for citations (Lancho-Barrantes et al., 2012) but 
the effect is probably more substantial in Mendeley than in traditional citation databases because 
the website seems to be far more popular in some countries than others (e.g., it was ranked 949 in 
Malaysia but only 10,693 in Japan in June 2016 according to Alexa: www.alexa.com/siteinfo/men-
deley.com). There are moderate correlations between WoS citations and CiteULike bookmarks for 
articles in the journals Science and Nature (Li et al., 2012) and low positive correlations for papers 
in nine computer science conferences ( Jiang et al., 2013). An analysis of Bibsonomy activity from 
2006 to 2009 using a copy of its (private) web server logs found only a small positive correlation 
between bookmarks of articles in all disciplines and years and citation counts from Microsoft Ac-
ademic Search (Zoller et al., 2016).

Interpretation: Although a paper does not have to be read before being registered in Men-
deley, it seems reasonable to call the number of people that register a publication the Mendeley 
reader count. This can be justified by a survey of Mendeley users; most recorded articles that they 
had read or intended to read (Mohammadi et al., 2016). The high correlations found between 
Mendeley reader counts and Scopus citations discussed above, together with the few non-aca-
demic users suggest that the best interpretation is as a scholarly impact indicator. Nevertheless, its 
international bias in uptake and bias towards younger users (Mohammadi et al., 2015) mean that it 
should be accompanied by caveats. Thus, Mendeley reader counts are genuine scholarly readership 
indicators and also (early) scholarly impact indicators with a bias towards younger readers and 
international biases.

4.2 GOOGLE BOOKS CITATIONS
Google Books is a huge repository that seems to contain the vast majority of the world’s books. 
It is the logical source of impact for book-based fields, and particularly for monographs. Google 
Books does not provide a citation index but it is possible to query it for book citations by entering 
the book title as a phrase search, adding the author name and publication year to narrow down the 
results. The results need to be filtered to identify correct matches since for some queries many results 
are not matches or are not citations. The query submission and results filtering can be automated 
with Webometric Analyst (Kousha and Thelwall, 2015a) and so citation counts from Google Books 
form a practical alternative indicator.

Coverage: Most BkCI monographs from 2008 had at least one Google Books citation in 
the arts and humanities (92%), social science (85%) and science and medicine (70%) by mid-2014 

4.2 GOOGLE BOOKS CITATIONS

http://www.alexa.com/siteinfo/mendeley.com
http://www.alexa.com/siteinfo/mendeley.com
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(Kousha and Thelwall, 2016a). For a selection of 15,928 BkCI academic books in 2008‒2010, 
most in the arts and humanities (81‒88%), social sciences (79‒87%), science (53‒70%), medicine 
(42‒80%) and engineering (53‒69%) had at least one Google Books citation by 2015 (Kousha et 
al., in press).

Empirical evidence: Google Books citations are about as frequent as WoS citations in the 
social sciences but only 4% as numerous in most sciences (exception: computing with 46% due to 
conference proceedings). In science, Spearman correlations with WoS citations are 0.15 to 0.35 (ex-
ception: Computing with 0.71); for social science they vary from 0.41 to 0.59 and in the humanities 
0.36 to 0.65 (Kousha and Thelwall, 2009). In the humanities, Google books citations are 1.4–3.2 
times as frequent as Scopus citations and the correlation between the two varies from 0.61 to 0.83 
(Kousha et al., 2011). When compared with WoS citations incorporating the Book Citation Index 
(BkCI), the correlations tend to be higher. In the arts and humanities, the two sources give similar 
citation counts and correlations between 0.53 and 0.62. For the social sciences, Google Books has 
about two thirds as many citations as WoS/BkCI and correlations vary between 0.49 and 0.64. In 
medicine, science and engineering, there are a quarter as many Google Books citations as WoS/
BkCI citations, with correlations between 0.24 and 0.50 (Kousha and Thelwall, 2015a). About a 
quarter of Malaysian university press books published 1961‒2012 had been cited in Google Books 
compared to about a third with Google Scholar citations (Abdullah and Thelwall, 2014), so Google 
Books citations may be useful for non-Western nations. Overall, there is strong evidence of the 
value of Google Books citations for the social sciences, arts and humanities.

Interpretation: Book citation impact would be scholarly impact for the arts, humanities and 
social science fields that publish mainly in monographs or edited volumes. It can also be educational 
impact via citations in class textbooks for types of research in any field that are used in education. 
It could also be professional impact for types of research that are cited by professional education, 
information or training books. Although, as discussed above, citations from Google Books could 
reflect educational or professional impacts, it seems likely that most citations could reasonably be 
characterised as reflecting scholarly impact. Thus, unless the context of the books points clearly to 
an alternative type of impact, Google Books citations should be taken as scholarly impact indicators.

4.3 CITATIONS FROM BLOGS
Blogs are websites based around posts that are displayed in reverse chronological order—the latest 
first. Blogs were an early type of site that allowed casual users to post their thoughts to the web. 
Blogs are usually based within large blog hosting sites, such as blogger.com and Wordpress.com, 
with the site managing the content entered by the user in a relatively straightforward way. Although 
blogs are now more sophisticated in format and capabilities than early versions, they retain the 
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focus of relatively informal posts of a few paragraphs of text, with or without associated images or 
videos, about issues of interest to the owner.

Blogs are different from microblogs because they have room for a full description or evalua-
tion of academic articles and because their format does not lend them to general publicity use. The 
reason is that there is no equivalent of the news feed that has anything approaching the reach of 
microblog sites like Twitter and Sina Weibo.

Of particular interest are science blogs because these focus on academic research. Some ex-
clusively review academic articles, others discuss specific issues, such as ethics or a given research 
field, or cover a more ad-hoc range of topics. Blogs were historically designed to publish text to the 
world rather than specific friends or followers, and the substantial nature of blog posts compared to 
microblog posts gives the promise that citations from blogs, or from science blogs, will give stron-
ger impact evidence than would microblog posts. Nevertheless, far fewer people keep blogs and so 
blog posts about science are likely to be much rarer than microblog posts about science, which un-
dermines the value of blog-based indicators. In addition, blog posts are awkward to systematically 
harvest for citations because they originate from many different blog hosting sites and they have 
complex formats that make it difficult to automatically extract citations.

Science aggregators can help to identify relevant blogs and blog posts, because they are ser-
vices that list blog posts about public academic research. Articles registered in ResearchBlogging.org, 
for example, must obey minimum quality standards and cite research in a standard format (Shema 
et al., 2014). Nevertheless, blog posts citing academic research are currently difficult to harvest on 
a large scale.

Coverage: About 17% of recent articles from 785 high-impact science journals had been 
blogged at least once according to altmetric.com data (Alhoori and Furuta, 2014). This figure seems 
to be unrealistically high, perhaps including publicity blogs as well as science blogs. 

Empirical evidence: Research articles that are the subject of science blog postings are likely 
to attract more citations in the future than comparable articles (Shema et al., 2014), although it 
is not clear if the correlation occurs because blog post publicity generates future citations. Science 
blog citations are nevertheless valid as early evidence of likely future citation impact. If the higher 
future citation impact of blogged articles is entirely due to the blog post publicity, then this would 
undermine blog citations as a research quality indicator but does not necessarily undermine their 
value as an academic impact indicator. The value of blog citations is corroborated by science blog 
posts tending to be in-depth critical reviews, at least in the health domain (Shema et al., 2015).

Interpretation: Science blog posts can be treated as high quality interest evidence because 
they seem to be predominantly carefully constructed, especially if they are indexed in a science blog 
aggregator (Shema et al., 2015). They may also be valid indicators of academic impact for collec-
tions of articles, but more evidence is needed to confirm this and to investigate whether blog posts 
generate future citations to the articles discussed.

4.3 CITATIONS FROM BLOGS
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4.4 CITATIONS FROM PATENTS
Patents are official documents that describe inventions and, when granted, allow the inventors to 
legally defend the right to use the invention within a specified country or countries. Especially in 
the U.S., patents sometimes include citations to other patents and citations to other documents 
(sometimes called non-patent citations). These citations can reference any type of document, in-
cluding journal articles, books and videos. Since the purpose of a patent is to defend the right to 
sell an invention, it seems intuitively possible that a citation reflects technology transfer or the com-
mercial relevance for the cited documents. Bing can be used to identify patent citations through the 
Google Patents website with queries, including information such as the first author last name, the 
article title in quotes, the publication year and site to restrict the results to the patent site (Kousha 
and Thelwall, in press-b), as follows:

Vidic “Uptake of elemental mercury vapors by activated 

carbons” 1996 site:google.com/patents

Coverage: For Scopus articles in 1996‒2012 in applied science and engineering fields, 
coverage varied from 2% (mechanical engineering) to 10% (biomedical engineering) (Kousha and 
Thelwall, in press-b). Coverage is likely to be much lower outside of these areas and close to 0% in 
the arts, humanities and social sciences.

Empirical evidence: Counts of citations from patents have a weak (0.05 to 0.36) posi-
tive correlation with Scopus citation counts in applied science and engineering fields (Kousha 
and Thelwall, in press-b; Tijssen et al., 2000). The most important drawback of their use is that 
they are rare. Probably less than 1% of articles in Scopus have been cited by U.S. patents and 
the highest percentage is up to 10% for some biomedical engineering specialisms (Kousha and 
Thelwall, in press-b).

Interpretation: Patent citation counts can be claimed to represent usefulness or relevance to 
commercial innovation. This is not universally true, however, because the cited articles may often 
have not directly motivated the invention described in the patent. A minority may have been added 
by patent examiners rather than the inventor (Tijssen et al., 2000) and therefore probably have not 
helped the invention ( Jaffe et al., 2000). Inventor citations may use standard works (e.g., textbooks) 
to help describe well-known non-novel aspects of the invention. Citations in patents are therefore 
not strong evidence of technology transfer (Meyer, 2000). Thus, commercial relevance seems to be 
a better general term for patent indicators than technology transfer.
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4.5 CITATIONS FROM THE GREY LITERATURE? PDF AND 
DOC FILES

A simple way to gather citations from web documents that are likely to reflect a substantial 
amount of impact is to narrow down the document type of the citing documents to com-
mon report formats (Wilkinson et al., 2014). Although many papers are posted online in 
standard web (HTML) format, important reports often have PDF format as their primary 
form because this forms a record of the printed version. Other reports are sometimes posted 
online in the file format of the software used to produce them, such as Microsoft Word. It is 
therefore possible that searching the web for citations, but narrowing down the results to just 
PDF and Word documents would ensure that most of the matches were informally produced 
documents, such as the grey literature. Grey literature citations are tracked by Altmetric.com, 
for example. Of course, many journal articles and conference papers are also posted online in 
PDF and Word formats and so the results may also include a mix of these. Other document 
types that may be found online in a special format include Ph.D. theses, student projects, free 
magazines and newsletters.

 Web citations in a given file format can be searched for in Google and Bing with the use 
of the advanced search command filetype: followed by the appropriate file name extension. This 
restricts the results to a given document or file format. To get PDF matches only, the command 
filetype:pdf should be added to the end of the query as follows:

“Shit happens The selling of risk in extreme sport” 

Palmer 2002 “Australian Journal of Anthropology” file-

type:pdf

To get Word format document matches only, the command filetype:doc should be added to the end 
of the query instead. There is no need to also use other Microsoft Word file name extensions, such 
as docx and rtf, because they are included in the results for doc.

“Reusing treated effluent in concrete technology” Lee 

2001 “Jurnal teknologi” filetype:doc

Coverage: The proportion of documents cited in the grey literature depends on the set ana-
lysed. This can be expected to be high for sets of key documents produced by important organisa-
tions but low for more routine documents or those produced by unknown groups.

Empirical evidence: There is no empirical evidence for this alternative indicator yet.
Interpretation: The most reasonable interpretation of web PDF or Word citation counts 

depends on the genre and purpose of the cited documents investigated. If the cited documents 
are academic journal articles, then the citation counts are likely to be dominated by online copies 

4.5 CITATIONS FROM THE GREY LITERATURE? PDF AND DOC FILES
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of other journal articles (including the publisher and author versions of the articles), and so the 
counts would form a predominantly academic impact indicator. In some areas, citing student 
dissertations and online course syllabi might also be common, so the indicator would then 
reflect both academic and educational impacts. In contrast, if the cited documents examined 
predominantly target a non-academic audience (e.g., governments, business users) and it is clear 
that this is the nature of most web citations (e.g., government white papers, business newslet-
ters) then it would be reasonable to interpret the counts as reflecting government or business 
interest, respectively.

4.6 BOOK PUBLISHER PRESTIGE
With only partial exceptions (SENSE, 2009), academic book publisher prestige rankings are not 
currently available online, but these are mentioned here briefly as a likely future web indicator. 
In the arts and humanities, publishers have different levels of selectivity about the books that 
they publish, and getting a volume published by a prestigious publisher is an important marker 
that a book is likely to be important. A good publisher would presumably also help a book to 
reach a wide audience. Book publisher information is public and this is therefore another pos-
sible book-specific indicator, although not a web indicator. Some national research assessment 
exercises use teams of experts to categorise publishers into different prestige bands in order to 
help book assessments (Verleysen and Engels, 2013). Prestige is an informal concept but can 
be operationalised by the field and year normalised average number of citations per book (Tor-
res-Salinas et al., 2012; Zuccala et al., 2015a). Studies that have asked scholars to rank publishers 
have obtained similar answers in most cases, at least at the top of the ranking list (Garand and 
Giles, 2011; Giménez-Toledo et al., 2013; Metz and Stemmer, 1996), although there are national 
and disciplinary differences in perceptions.

4.7 SUMMARY
In contrast to citations from the Web of Science or Scopus, the academic web indicators dis-
cussed here offer earlier evidence (Mendeley readers, science blogs), or evidence of a different 
type of academic impact (Google Books). Both Mendeley reader data and Google Books cita-
tions can be gathered automatically for large samples of documents, and so these are practical 
sources of academic impact evidence. Patent indicators can also be gathered automatically and 
give evidence of potential commercial impact, but their utility is restricted to areas of science in 
which patenting is common. While organisational impact indicators can also be automatically 
gathered on a large scale, there is no concrete evidence of their worth. Nevertheless, it seems 
likely that they would give helpful evidence for people and organisations that produce grey 
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literature that does not target an academic audience but is intended to be read by government, 
industry or the public.

4.8 SUMMARY
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CHAPTER 5

Educational Impact Indicators
An important part of the role of universities, and many academics, is higher education. In support 
of this, lecturers may write textbooks for students, and social sciences and humanities scholars may 
write monographs that at least partly target undergraduate or postgraduate students. Although 
there are disciplinary differences in educational approaches (Neumann, 2001), research articles 
are sometimes used in the classrooms even in science, giving them extra value in addition to their 
primary scholarly communication role. Indicators of educational impact can therefore be used to 
assess academic contributions to teaching and learning. Although the potential educational value of 
publications seems to be rarely acknowledged in research revaluations, this is an omission because 
supporting higher education is clearly a useful scholarly outcome and public good. 

Within this chapter, syllabus mentions give the clearest evidence of educational impact, 
whereas both PowerPoint and Wikipedia citations combine educational and other types of impacts. 
In some contexts, the usage indicators above can also provide educational impact (e.g., library hold-
ings for course textbooks).

5.1 SYLLABUS MENTIONS
The most straightforward way to assess the use of scholarly outputs in higher education is to count 
how often they are used in courses. The logical source of information about this is the course sylla-
bus because it normally lists essential and recommended readings for students. While such recom-
mendations are unreliable because some may be perfunctory and others may be out of date, they 
are at least an official and reasonably standardised source of class reading information. Although 
there isn’t a universal standardised register of higher education syllabi, some are posted to the pub-
lic web and could, in theory, be scanned for reading lists. A limitation of this is that an unknown 
proportion of the world’s syllabi is public. While there is an increasing trend to post syllabi online, 
they are probably in password-protected virtual learning environments or intranets in most cases. 
Nevertheless, it is possible to find syllabi that cite a particular work by Googling the title of the 
work (adding the author last name, year and publication to narrow down the query), then adding 
the term syllabus or course description, as follows.

Ryan “Kissing brides and loving hot vampires” “Sex 

Education” 2016 syllabus
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Ryan “Kissing brides and loving hot vampires” “Sex 

Education” 2016 “course description”

While such a search may generate many false matches, it is possible to filter out those that 
are not from university websites manually for individual cases or automatically using Webometric 
Analyst’s pre-set university list in order to get a more reliable figure. This is likely to be a substantial 
underestimate of the use of the resource in higher education due to the absence of private online 
syllabi from the results but it is also concrete evidence of educational impact.

Coverage: The prevalence of syllabus citations varies greatly by discipline and document 
type. An early study estimated that the average number of syllabus citations per Web of Science 
article ranged from minute (0.0008: analytical chemistry) to moderate (0.51: business) (Kousha and 
Thelwall, 2008). For Scopus-indexed books in 2005–2010, between 23% (physics and astronomy) 
and 56% (arts and humanities) have at least one syllabus citation (Kousha and Thelwall, in press-a). 

Empirical evidence: The first study also found a low statistically significant positive Spear-
man correlation of 0.231 between citation counts and syllabus mentions within the single field 
analysed in detail: information science and library science (Kousha and Thelwall, 2008). An inves-
tigation of syllabus mentions of academic books found positive and significant Spearman correla-
tions with Scopus citations in all subjects examined. The coefficients varied from 0.110 (chemistry) 
to 0.522 (social sciences), confirming the value of syllabus citations in the social sciences (Kousha 
and Thelwall, in press-a). Syllabus mentions have also been shown to correlate positively with the 
number of awards and grants received by a small group of social sciences and humanities scholars 
in Taiwan (Chen et al., 2015).

Interpretation: Syllabus mentions reflect (higher) educational impact because a syllabus 
citation is advice to students about what to read to help them to understand their course. Although 
syllabi can be created outside of universities for professional training and for teaching children, 
these are not likely to frequently cite academic research. Non-academic syllabi are also excluded by 
automatic methods to gather syllabus mentions.

5.2 CITATIONS IN POWERPOINT FILES
Academics give presentations at conferences and lectures to students. Sometimes these are sup-
ported by PowerPoint slides, sometimes these slides are supported by references and sometimes 
these slides are subsequently placed online. Assuming that non-academic presenters rarely put 
their slides on the public web or do not include formal citations to academic research in them, 
PowerPoint citations should tend to reflect either academic or educational impacts of research. It 
is possible to find online PowerPoint files citing research using commercial search engines because 
they index the content of PowerPoint slides. PowerPoint-specific queries can be built by appending 
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the advanced search command filetype:ppt to the end of information about the publication (this 
includes pptx files).

Bourke “Dismembering the Male: Men’s Bodies, Britain, 

and the Great War” 1996 filetype:ppt

There are many limitations with using PowerPoint citation counts as an impact indicator. 
Most presentations are probably not posted to the public web, with many posted instead to private 
virtual learning environments. Some disciplines may rarely bother with presentation slides but 
may talk instead, or may support their talks with other presentation formats, such as PDF. Many 
lecturers do not share their slides with students or with conference attendees, particularly if the 
latter can access proceedings summarising their talk or giving a full paper that the talk was based 
on. International differences in the extent to which academics post resources online are also likely 
to bias the citation counts. Even though sites like SlideShare make it possible for all web users to 
share slides online without charge it is likely that this is done more systematically in richer nations 
than in others.

Coverage: A small minority of academic articles have PowerPoint citations, with disciplinary 
differences (Thelwall and Kousha, 2008; Kousha et al., 2010a). 

Empirical evidence: There is no correlation-based evidence of the value of PowerPoint 
citations.

Interpretation: Counting citations from online presentations can usually be expected to give 
indicators for a combination of academic and educational impact (Thelwall and Kousha, 2008). 
The exact combination of the two probably varies by discipline and it is possible that in some fields 
professional presentations with citations are numerous enough to change the type of impact that 
PowerPoint citations reflect.

5.3 CITATIONS IN WIKIPEDIA
Wikipedia is one of the most popular international websites and serves as a repository of knowledge 
that is drawn upon by school pupils and university students for their education, professionals to aid 
their jobs and individual citizens for recreational activities. Although, like academic publications, it 
contains knowledge, it is not restricted to scholarly knowledge. Nevertheless, its articles frequently 
draw upon academic references to support its entries and therefore can potentially mediate be-
tween scholarship and the wider public in the transmission of information in an understandable 
format. Because of this, citations from Wikipedia entries may give evidence about the usefulness 
of academic outputs for topics of interest to the public and education (Nielsen, 2007; Kousha and 
Thelwall, in press-c). 

5.3 CITATIONS IN WIKIPEDIA
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Citations from Wikipedia can be identified by Bing searches restricted to the Wikipedia 
website and mentioning the first author last name, the first few terms of the article title and pub-
lication year, as follows. Articles with short titles can include the journal name as an additional 
phrase search. A practical limitation is that some articles are copied from one language version of 
Wikipedia to another, generating multiple citations from a single source and arguably exaggerating 
the value of the cited article (Kousha and Thelwall, in press-c).

Schmidtberger “Wax On, Wax Off: Pubic Hair Grooming 

and Potential Complications” 2014 site:wikipedia.org/

wiki

Coverage: About 5% of academic articles seems to be cited in Wikipedia (Kousha and Thel-
wall, in press-c). Just over a third of a selection of 15,928 BkCI academic books in 2008‒2010 had 
at least one Wikipedia citation by 2015 in the arts (58‒61%), humanities (48‒54%), social sciences 
(30‒39%), medical sciences (18‒34%), science (23‒35%) and engineering (18‒37%) (Kousha et al., 
in press).

Empirical evidence: Wikipedia and Scopus citations correlate at a low level of about 0.1 for 
articles, depending on the field analysed, and a moderate level of about 0.3 for monographs, again 
depending on the field analysed (Kousha and Thelwall, in press-c). Wikipedia citations may have a 
bias towards prestigious journals (Nielsen, 2007).

Interpretation: Wikipedia citations probably tend to reflect educational or general informa-
tional impact, depending on the subject area and topic of the cited document (Kousha and Thelwall, 
in press-c).

5.4 SUMMARY
The three educational impact indicators discussed here, Wikipedia citations, PowerPoint citations 
and syllabus mentions, can all be gathered automatically and so are practical sources of evidence 
about the educational impacts of research. Both Wikipedia citations and PowerPoint citations may 
also partly reflect non-educational research impacts and so these must be used cautiously as educa-
tional impact indicators. All three are relatively rare and therefore would be most useful to compare 
large sets of documents. For this application, averages or other relevant indicator formulae could 
be calculated for each set of documents and then compared between sets. The indicators could also 
be employed as evidence to support a specific claim that a small set of documents was having a 
particularly strong impact in education.
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CHAPTER 6 

Medical Impact Indicators
Medical and health-related research is in a special position within academia. Not only can research 
findings directly affect the health of individual humans but also the way in which research influ-
ences the decisions of professionals increasingly needs to be transparent and publicly regulated. In 
addition, individual medical studies frequently seem to be very expensive and subjected to a great 
degree of post-publication scrutiny. As a result of the apparent high value of medical research, this 
is the only area in which there is a large post-publication peer review website, F1000, and the only 
area in which there is a systematic provision of research-informed professional guidelines. These 
two have created opportunities for unique medical impact indicators, although all are awkward 
to collect on a large scale for impact evaluations. In principle, these indicators can be calculated 
for publications from all fields of research but, in practice, they are likely only to be relevant to 
health-related disciplines.

6.1 F1000PRIME RECOMMENDATIONS
The Faculty of 1000 website F1000Prime contains reviews and ratings (1, 2 or 3 stars, corresponding 
to Good, Very Good and Exceptional) of published biomedical research. It is a subscription-based 
service that offers subscribers judgements about current research. The site’s reviewers are paid ex-
perts from a wide range of relevant fields. Although articles that have gone through peer review 
should be correct and relatively problem-free, especially if published in a reputable medical journal, 
these reviews also include judgements about the type of audience that may find them useful and 
the type of value that they might provide. Thus, the site can be used for evidence of non-academic 
impacts. F1000 also ranks articles based upon the total number of stars awarded from all reviews, 
although it previously used to rank articles with a more complex formula with a similar overall 
effect. Since F1000 data is not public and has no API, its values need to be paid for and manually 
collected by subscribers unless F1000 would be willing to provide a copy of its database for indica-
tor applications (e.g., Waltman and Costas, 2014). 

Coverage: About 23% of recent articles from 785 high impact science journals were registered 
in F1000 (Alhoori and Furuta, 2014). These were presumably all relevant to biomedical science.

Empirical evidence: Low to moderate correlations have been found between F1000 scores 
and citation counts. An investigation of F1000 scores for 49 Wellcome Trust-funded papers found 
a significant positive correlation (0.445) with expert reviewer judgements, suggesting that F1000 
scores are broadly reasonable (Allen et al., 2009). For 1,397 Genomics and Genetics articles from 
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2008 and rated in F1000, their WoS citations correlated significantly (0.3) with their F1000 scores 
(Li and Thelwall, 2012). A Spearman correlation of 0.4 has also been found between WoS citations 
and F1000 scores for 125 articles from 2008 in WoS and F1000 (Bornmann and Leydesdorff, 
2013). An analysis of 38,327 F1000-rated standard articles and reviews from 2006–09 within 
WoS (almost all publications matching these criteria) used a two-year citation and rating window. 
Within WoS subject categories, the highest proportion of articles that were rated by F1000 was 
12% in Multidisciplinary Sciences. This study found a correlation of 0.24 between the highest rat-
ing given to an article and its citation count (Waltman and Costas, 2014). F1000 ratings associate 
more strongly with the impact factors of the publishing journal than the citation counts of articles 
(Eyre-Walker and Stoletzki, 2013) with the latter being a marginally better indicator of article 
quality. F1000 labels have also been researched. An investigation of F1000 labels found that two out 
of seven associated with citation counts. Articles tagged “New finding” or “Changes clinical prac-
tice” tended to be more cited than other articles, with the latter being a particularly strong indicator 
since it implies direct health impacts on society (Mohammadi and Thelwall, 2013). 

Interpretation: Although there is no direct empirical evidence to support this specific claim, 
the F1000Prime “changes clinical practice” tag is an indicator of likely societal health benefits 
since at least one F1000 referee believed that professional practice would change as a result of the 
research. The highest star rating awarded to an article is a peer review quality judgement, and the 
total number of stars awarded is hybrid quality and interest evidence. Either academic impact or 
medical impact would be appropriate terms for these.

6.2 CITATIONS IN CLINICAL GUIDELINES 
Early medical practitioners made their own rules for treatments, perhaps guided by their training, cus-
tom and practice in their field, medical books, previous experience and their intuition. Today, official 
documents provide recommendations about what to do in particular cases. No health practitioner can 
be an expert on all of the conditions that they face and so standardised advice from panels of experts 
can help in new situations. The UK’s main advice for health professionals is contained in the NICE 
(National Institute for Health and Care Excellence) Guidelines that are produced by panels of experts 
for each topic and are supported by an extensive collection of academic references. A citation from this 
source would therefore be good evidence that research is informing clinical practice.

An important limitation of clinical guideline citations is that although the guidelines them-
selves should be carefully and systematically constructed, the same is not necessarily true for their 
associated references. In particular, the references seem likely to contain relevant work from expert 
panel members more assiduously than other documents. They also contain non-primary research, 
such as systematic reviews and meta-analyses. Hence, the lack of a clinical guideline citation does 
not signify absence of influence if a paper is cited in another document that is itself cited. There are 
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also likely to be national biases in guideline citations and few countries seem to publish guidelines 
and associated citations online and so a document may not be cited in a public guideline if it is 
influential in countries that don’t produce or publish them. A practical limitation is that there is 
no citation index for guideline citations and so they need to be identified through web searches or 
systematically extracted from public guideline documents through specialist software.

Coverage: Probably less than 1% of all articles from any field are cited in clinical guidelines. 
Empirical evidence: Articles cited in the clinical knowledge summaries underlying the U.K. 

NICE practitioner guidelines tend to be substantially more highly cited than comparable articles, 
although this is not evident for articles that are less than three years old (Grant et al., 2000; Thelwall 
and Maflahi, 2016).

Interpretation: Guideline citations are medical impact indicators. More specifically, they 
are indicators of societal health impact. While not all guideline citations directly improve societal 
health, the presence of a guideline citation is an indicator that this is possible.

6.3 CITATIONS IN CLINICAL TRIALS 
Important basic medical research may not be recognised by clinical trial citations or F1000 recom-
mendations because of the time delay between the publication of an innovative idea and its trans-
lation into health practice. One way of identifying medical research that promises future health 
benefits is to trace citations in clinical trials documents because clinical trials can be important 
intermediary steps between an initial idea and its government approval. Identifying references in 
clinical trials records has become possible through websites like ClinicalTrials.gov that contain a 
public record of clinical trials from over 190 countries, sometimes with supporting references. In 
the U.S., all clinical trials must be publicly registered in the ClinicalTrials.gov website, and so it 
is a systematic record of trials in this country and it also contains some trial documentation from 
other countries.

Coverage: Probably less than 1% of all articles from any field are cited in clinical trials. 
Empirical evidence: Articles in four general medical journals tend to have more Scopus ci-

tations if they have been cited in the U.S. site ClinicalTrials.gov (Thelwall and Kousha, in press-b), 
and so clinical trials citations reflect citation impact to some extent.

Interpretation: Clinical trials citations are medical impact indicators of the potential health 
benefits of research. Since few clinical trials result in approved new medications (Contopoulos-Ioan-
nidis et al., 2003), although others may support new practices rather than medications, these citations 
are not predictors of future health benefits. A citation from a clinical trial record can still be viewed 
as an indicator that an article is more likely to have an eventual health benefit than uncited articles.

6.3 CITATIONS IN CLINICAL TRIALS
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6.4 SUMMARY
The three medical impact indicators all give evidence of medical or health impacts, with 

clinical guideline citations giving the most direct evidence. Clinical guideline citations are also 
relatively immune from deliberate manipulation since they are public and compiled by subject 
experts. Their biggest disadvantage is their relative scarcity. F1000Prime recommendations are 
also the results of expert judgements and are probably more common than guideline citations and 
thus are an attractive source of medical impact evidence, although they are not free and can’t be 
automatically harvested for large sets of documents. Clinical trials citations offer the lowest quality 
evidence because they can be manipulated. They are also relatively rare but offer the promise of early 
impact evidence, which is their main advantage. All of these indicators are not straightforward to 
collect, although it is possible to gather clinical trials citations and clinical guideline citations with 
the aid of a web crawler.
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CHAPTER 7 

Applications
This chapter provides recommendations about how to use web indicators for literature searching, 
library management and academic self-promotion, as well as for evaluations by departments, in-
stitutions, non-academic organisations, funding agencies and countries. There are two important 
dimensions of difference between these applications. First, they can be evaluative with stakeholder 
interest in the results, or formative to aid internal decision making or reflection. For evaluations, 
the use of web indicators is only acceptable if the possibility of stakeholder manipulation of the 
data is minimal. Second, evaluations can focus on the individual web indicator values of small sets 
of outputs or could compare the aggregate impact of larger sets of outputs in order to evaluate the 
overall level of impact. 

7.1 PUBLISHERS AND LITERATURE SEARCHERS
Publishers’ websites increasingly incorporate web and citation indicators for individual articles as a 
metadata service for literature searchers and authors. One of the most systematic approaches for an 
individual publisher is the basket of “article level metrics” shown for each individual PLOS article 
(Figure 7.1) (Lin and Fenner, 2013; Neylon and Wu, 2009). This includes citation, usage and social 
media indicators. The inclusion of the number of times that each article has been cited in Scopus or 
WoS can help literature searches by helping to identify articles that are more important to academ-
ics, other factors being equal. This is also the reason why academic literature search interfaces, such 
as that of Google Scholar, incorporate citation counts within their keyword search results ranking 
algorithms and display them on results pages.
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Figure 7.1: Some PLOS article-level metrics shown on the PLOS ONE website for the article “Do 
Altmetrics Work.”

The citation counts for recently published literature are mainly zero and so are of little use 
for people conducing current awareness searching or browsing to identify important new literature. 
This gap is being filled by web indicators because they tend to occur much earlier than do citations 
(Adie and Roe, 2013; Holmberg, 2015). As a practical issue, indicators from social websites with 
an API (i.e., altmetrics) are particularly useful because they are easy to keep up-to-date, which is 
important for this role. This information can be gathered by publishers directly from social websites 
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via APIs or indirectly from an altmetric data provider that will take care of the programming and 
data matching issues. The advantage of using an altmetric data provider is that they can gather data 
types, such as blog citations, that may be too time consuming to be practical for individual publish-
ers to gather for themselves. In the future, the collection of social web indicators for journal articles 
may be helped by the provision of a unifying Crossref architecture, which was under development 
in 2016 (eventdata.crossref.org).

Within publisher websites, web indicators tend to serve as attention indicators for literature 
searchers rather than indicators of specific types of impact (e.g., educational, commercial) due the 
absence of social web indicators for more specific impact types. Because of this, the difference be-
tween the indicators is not important and the basket of metrics approach is pragmatic: showing all 
the indicators for which each article has a positive score (Figures 7.1, 7.2). Nevertheless, web indi-
cators of specific types of impacts would be useful to help readers to identify articles with a specific 
type of value (e.g., commercial, educational) and to inform authors about the audience for their 
article. This has been recognised by Altmetric.com, which includes English Wikipedia citations and 
public policy document citations within its set of indicators (www.altmetric.com/about-our-data/
our-sources/). These indicators are more complex to collect due to the lack of an API and therefore 
may only be practical for publishers to obtain from alternative indicator data providers.

7.1 PUBLISHERS AND LITERATURE SEARCHERS

http://eventdata.crossref.org/
http://www.altmetric.com/about-our-data/our-sources/
http://www.altmetric.com/about-our-data/our-sources/
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Figure 7.2: The mini Altmetric.com donut on the home page of an article in the Wiley Online Li-
brary in July 2016, showing the brief additional indicator details revealed when the mouse hovers on 
the badge. Clicking on the “See more details” link reveals additional geographic and demographic in-
formation about the indicator sources.

Web indicators can also be useful for the authors of an article to give them early evidence 
about how much attention their article has attracted. This may help them to decide whether the 
line or research represented by the article is likely to be fruitful in terms of being recognised as 
interesting by others. Raw indicator scores need benchmarking in order to interpret whether they 
are high or low in comparison to similar articles, however. This can be achieved by reporting the 
percentile that the article falls in within its publication year and field, or the same field and journal. 
This approach is taken by Altmetric.com (Figure 7.3). PLOS instead only reports benchmarking 
information for its views indicator and it does this by reporting (graphically) the average number 
of views over time for articles from the same subject and year. 
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Figure 7.3: An Altmetric.com donut in the Wiley Online Library, showing benchmarking information 
underneath.

In summary, publishers are providing web indicators for articles on their websites to authors 
and literature searchers. These indicators can be gathered directly using APIs or indirectly via alt-
metric data providers. They are primarily from the social web and serve as attention indicators, but 
web indicators of specific types of impacts have been recently introduced and are a promising new 
development. In the future it is likely that some authors will spam web indicators in order to give 
their articles the impression of having attracted attention, and this may undermine the value of the 
indicators if it becomes prevalent and cannot be combatted. 

7.1 PUBLISHERS AND LITERATURE SEARCHERS
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7.2 INDIVIDUAL AUTHORS
Academics are increasingly required to justify their research time by demonstrating the value of 
their work. This may occur in the form of a grant, appointment, award or promotion application, a 
periodic national research assessment exercise or an informal progress review. Individual scholars 
may also wish to monitor their own progress or evaluate the impact of their outputs in order to 
plan their future work. Demonstrating or assessing value can be difficult because the societal or 
scholarly benefits of academic research are often evident only in the long term. In the short term, 
scholars may report their tangible outputs, such as articles or books, but not all of these outputs are 
equally valuable. Researchers may therefore need to make a case for the quality, value or impact of 
their outputs. Other than calling upon the judgements of peers, perhaps the most long-established 
justification is to point to the prestige of the publication outlet, such as the academic journal, book 
publisher or exhibition-hosting art gallery. A simple alternative for journal articles is to refer to the 
Journal Impact Factor ( JIF—see Section 7.8) as an indicator of journal prestige. This has the ad-
vantage of being a relatively transparent number easily available for all fields. The JIF is often given 
too much importance because it is affected by spurious factors, however, such as the speed at which 
articles in a journal attract citations (Seglen, 1998). It should also not be compared between fields.

The most common direct impact indicator for academic articles, papers and books is the 
citation count: the number of times that they have has been cited by documents indexed in a major 
database, such as the Web of Science (WoS), Scopus or Google Scholar. Citation counts can be 
reported by academics as scholarly impact indicators for individual publications. The many ways 
in which new knowledge can be valuable without generating any citations, such as by generating 
industrial applications or informing practitioners, and web indicators can give evidence of these. 
In addition, web indicators can be used for evidence of the impact of many non-standard outputs, 
such as databases, software and videos. No academic can expect their research to have an impact 
in all possible ways and so individual researchers should find indicators that reflect the type of 
impact that their research has had, ignoring the remainder. In concrete terms, academics knowing 
that their research has primarily scholarly impact should look for citation indicators (book-based 
citation indicators in the arts and humanities); those having educational impact should investigate 
education-oriented alternative indicators (e.g., syllabus mentions, PowerPoint citations); those 
having applied impact should investigate patent citations; and those having wider societal impact 
should investigate attention, usage, sales or review indicators. These values should be benchmarked, 
if possible, such as with a claim that they are in the top X% for a field and year.

This approach can be followed by annotating CVs with supporting indicator data, by 
maintaining evidence-based cover letters or by maintaining a short portfolio of evidence of skills, 
achievements and impacts (e.g., ACUMEN Portfolio, 2014). If there are many outputs, then it is 
worth highlighting the evidence for selected key outputs rather than to exhaustively provide evi-
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dence for each one. Some narrative context and benchmarking figures (e.g., top X%) would help 
to clarify each impact claim. The use of a narrative also allows attention and usage indicators to 
be claimed to reflect more specific types of impact, if the type of impact is clear from the context. 

Like CVs, cover letters can be a useful device for researchers to use to explain their research 
contribution, whether for job applications, funding applications, promotions, annual monitoring or 
self-evaluations. Researchers can create and periodically update cover letters to describe their core 
contributions to research, supporting these claims with indicator evidence. This document can then 
be used, with some tailoring, for situations when the researcher needs to make the case for the value 
of their work. It can either be updated each time it is used, each time important research progress 
is made, or periodically for self-evaluation purposes. Probably many people keep their cover letters 
from one job application to another and so this proposal just formalises that procedure. Maintain-
ing such a letter has the advantage that it would be readily available and could be easily used in 
situations in which it is not specifically called for, such as annual progress reviews.

In summary, web indicators can help academics to self-assess or demonstrate early impact 
for their outputs as well as to help them make the case for their work having specific types of im-
pact. Unless particularly large numbers of outputs are involved, relevant web indicator data can be 
obtained for individual outputs from publisher websites, altmetric data provider sites (e.g., Impact-
Story, Altmetric.com) or with the manual techniques described in the preceding chapters. For large 
sets of publications, indicators could be collected only for the most important outputs.

7.3 ASSESSING ACADEMIC DEPARTMENTS AND RESEARCH 
GROUPS: INDIVIDUAL OUTPUTS

Academic departments and research groups sometimes need to provide their institution or other 
funding bodies with evidence of the value of their knowledge creation, such as through the UK 
REF and other national research assessment processes. They may also periodically self-assess their 
progress and look for areas of strength and weakness to support their internal decision making. Al-
though value can be created in many ways, such as through business or community engagement, it 
can be evaluated in part by assessing the value of each of their outputs individually. In this case the 
most accurate and robust evaluation method is to use peer review. This peer review can be system-
atically aided by citation indicators (e.g., either field-normalised citation counts or citation counts 
reported alongside the field and year average) to cross check human judgements, to resolve differ-
ences between judges or to point to high or low quality outputs to examine particularly carefully (as 
in the UK REF2014). In other cases, the purpose of an evaluation (e.g., formative self-evaluations) 
may not justify the expense of peer review and so indicators could then completely replace some 
(e.g., in the Italian VQR national assessment: Abramo and D’Angelo, 2015) or all peer review, 
accepting the likely lower quality of the results.

7.3 ASSESSING ACADEMIC DEPARTMENTS AND RESEARCH GROUPS



68 7. APPLICATIONS

Web indicators can be used to help evaluate individual academic departments or research 
groups for formal evaluations, if the researchers cannot manipulate them in advance, and also for 
self-evaluations. Web indicators can be used for formal evaluations of research groups if the groups 
are not told in advance about the indicators that will be used (i.e., surprise evaluations). Advance 
knowledge of the indicators would provide the assessed group with an unfair and counterproductive 
incentive to manipulate them. When transparency and advance agreement of assessment methods 
are important, this rules out web indicators (Wouters and Costas, 2012). When no advance warning 
of assessment methods is given it is reasonable in principle to provide web indicators as long as they 
are accompanied by appropriate explanations, warnings and caveats so that they are not given an 
unjustified weighting by the human assessors that interpret them.

The choice of web indicator can either be driven by the basket approach—collecting all 
available data—or by the type of societal impacts claimed by the assessed group (e.g., educational, 
commercial, organisational, societal), by the need for timeliness, or by the types outputs assessed if 
these are not restricted to traditional academic publications. These indicators can either aid peer re-
view judgements about the individual assessed outputs or be used to identify individual outputs that 
have had important impacts. In the former case, background information about the reliability of the 
web indicators and their main types of bias should be provided to the reviewers. As with citations, 
the purpose of the web indicators in this context is to help the experts to make their judgements by 
providing an initial estimate, an arbitrator for difficult cases, or an independent source of evidence 
to cross-check their initial conclusions. Whichever approach is taken, assessors should be aware that 
individual outputs may have high values by chance.

Indicators that point to different types of impact can also be used to inform the design of a 
research evaluation by helping to identify the strengths and weaknesses of the groups in advance of 
a peer assessment (Moed and Halevi, 2015).

In summary, web indicators can support formal evaluations when those assessed do not know 
the indicator choice in advance, give information about a group to guide the design of its peer 
evaluation or help a department or research group’s self-evaluation.

7.4 ACADEMIC DEPARTMENTS AND RESEARCH GROUPS: 
SETS OF PUBLICATIONS

The outputs of departments or research groups are sometimes collectively evaluated for national 
research assessments that compare all similar departments within a country. For this, an impact 
indicator formula needs to be selected in addition to indicators to reflect the types of impacts that 
should be assessed. The results can be used to support peer judgements for important evaluations or 
to replace them for less important evaluations. The average number of citations or average indicator 
score per publication is rarely a good choice for the indicator formula. The reason is that such av-
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erages vary greatly by field and year (see Section 9.3) and so comparisons that mix fields and years 
are unfair. The same is likely to be true for all types of web citations.

 If the sets of articles to be assessed were all published in the same field and year, then it 
would be reasonable to compare the average indicator scores between them. Since sets of citation 
counts and most web indicator scores seem to be highly skewed, the geometric mean should be used 
instead of the arithmetic mean for averaging (see Section 9.5).

There are several choices of averaging indicator for collections of documents from multiple 
fields and/or years. For citation counts, it is standard practice to use a field-normalised average 
impact indicator, such as the mean normalised citation score (MNCS) (Waltman et al., 2011). 
This takes into account field and publication year differences and still gives a single figure for a 
group, with values higher than 1 indicating the extent to which the average number of citations 
per paper produced by the group is above the world average. Similarly, figures below 1 indicate 
that the group’s outputs attracted fewer citations per paper than the world average (for details, see 
Section 9.6). This calculation is field normalised to avoid a group having an advantage if it publishes 
in a high citation specialism. Two preferable variants of this are the geometric mean normalised 
citation score (gMNCS), which uses geometric means instead of arithmetic means to cope better 
with highly skewed data sets, and the mean normalized log-transformed citation score (MNLCS), 
which is the same as the MNCS except calculated on log-transformed indicator scores, again to 
cope with skewed data (see Section 9.6). These are also likely to be preferable for all types of web 
citations, for similar reasons.

Another useful indicator is the proportion of outputs that have a non-zero score for a par-
ticular indicator (e.g., the proportion of articles that have at least one Mendeley reader). This is 
valuable when most scores are zero or 1, so all average scores are close to zero and the feature that 
most distinguishes between two sets of outputs is the proportion that has a non-zero value (Section 
9.7). A field-equalised variant of this can be calculated for sets of articles that span multiple fields 
and/or years (Section 9.7.1), as well as a world-normalised variant, the normalised proportion cited 
(NPC) (Section 9.8).

The percentage of publications in the top 1% for a field and year, and sometimes top 10% 
and top 50% is a useful field-independent indicator (Hicks et al., 2015). This can safely be com-
pared between fields and years and the percentages can be averaged between sets of articles from 
different fields and years to give a field-independent multi-year, multi-field version (Waltman and 
Schreiber, 2013). Percentiles are currently (August 2016) also used by Altmetric.com for indi-
vidual articles. For example, it reported that an overall Altmetric.com score of 378 for the article 
“Biophysical and economic limits to negative CO2 emissions” was “In the top 5% of all research 
outputs scored by Altmetric.”

All field-normalised and field-independent indicators discussed above need, in theory, a 
reference set of indicator values for all of the world’s outputs in the fields and years examined. This 

7.4 COMPARING ACADEMIC DEPARTMENTS AND RESEARCH GROUPS
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is because the normalisation process requires a world average, and the field-independent percentile 
indicator needs a complete collection of the world’s articles. In practice for traditional citation anal-
ysis, articles in a Scopus or WoS subject category are usually used as a proxy for the world’s publica-
tions in a given field and year. The same strategy can also be adopted for alternative indicators. This 
can impose a substantial burden on an evaluation because it requires calculating indicator values 
for (world) publications that are not being assessed. For example, suppose that a research group is 
judged on its outputs spanning four years and five fields. Assuming that there are 10,000 articles per 
year and field, then web citation data would be needed for 4 x 5 x 10,000 = 200,000 publications. 
If it is slow or time consuming to obtain this data, then a random sample of the world’s articles 
may be used instead. For example, a random sample of 500 per field and year for the above research 
group would reduce the number of articles needed for field normalisation to a more practical 4 x 5 
x 500 = 10,000. These could be extracted with relative ease by Webometric Analyst (see Chapter 8 
and 10) for most of the indicators discussed in this book.

The recommended overall strategy for collecting indicators for sets of publications is as follows.

1. Decide upon the type of indicators that are relevant to the evaluation (e.g., educational, 
scholarly or societal impact).

2. Choose the specific indicators needed to assess the types of impact chosen (e.g., syllabus 
mentions, PowerPoint citations). Alternative indicators that have higher correlations 
with citations and a higher proportion of non-zero values are preferred, when there is 
a choice. Spammable indicators must not be used for important evaluations for which 
advance manipulation would be possible.

3. Gather the raw data for the indicators from a citation database, if citations (e.g., WoS, 
Scopus, Chinese Social Sciences Citation Index), or from Webometric Analyst for most 
other indicators (see Chapter 8).

4. Calculate geometric mean indicator averages if all publications are from a single field 
and year, or MNLCS values if there are multiple fields and/or years using Webometric 
Analyst (Section 9.6).

5. Calculate the proportion of non-zero values and the NPC world normalised variant 
for indicators that have few non-zero values, again using Webometric Analyst (Section 
9.7.1).

6. For each indicator, calculate 95% confidence intervals so that the statistical significance 
of any differences between groups can be assessed. Webometric Analyst automatically 
does this when calculating the indicators.
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7. Use human judgement to evaluate the practical significance of the statistically signif-
icant differences found between groups. Bear in mind that differences may be due to 
systematic biases, such as one group publishing most articles in a high citation special-
ism within a field.

Stages 4‒6 above are all carried out by a single step in Webometric Analyst. The final stage, 
calculating confidence intervals, is important so that minor differences between groups can be 
ignored as irrelevant.

In summary, field-normalised indicator formulae are needed for comparisons of the impacts 
of the outputs of sets of departments. Data gathering and formula calculations can be largely au-
tomated. If field-normalised web indicators are provided by data providers like Altmetric.com and 
ImpactStory then this would make them simpler to use for others because each evaluator could buy 
in the results rather than having to individually repeat the same data gathering and field normali-
sation process. The top X% indicator of Altmetric.com helps in this regard but is less useful for rare 
indicators with a high proportion of zeros.

7.5 INSTITUTIONS
The situation above for research groups also applies to institutions (including the proviso about 
spammable indicators). Since institutions typically support a wide range of academic disciplines, 
field normalisation is particularly important to ensure that individual departments within the uni-
versity are not unfairly characterised as contributing low scores to the institution.

Institutions should be cautious when using the basket of metrics approach as a blanket strat-
egy with many indicators. It would be easy to draw false conclusions from this because the number 
of indicators multiplied by the number of departments would be large enough to ensure that many 
indicators gave a misleadingly positive (or negative) impression, simply because of random factors 
in the data (known as the multiple comparisons problem in statistics). In this context, institutions 
should be aware of the temptation to cherry pick indicators to give a good impression. Because of 
the influence of random factors, some indicators are likely to give a better impression than others 
by pure chance. This is the opposite message to that for researchers (Section 7.2), who should cherry 
pick indicators, but only when they support an impact context that can be explained in their CV 
or cover letter. The basket of metrics approach may be useful instead to point to areas within the 
institution that are particularly strong in generating particular types of impacts. For example, if a 
department has a high level of educational impact then this might be revealed by the education-re-
lated indicators in the basket.

A prominent institution-level use of citation indicators is for public international and national 
university rankings (Waltman et al., 2012). Spammable alternative indicators are inappropriate for 
these because there are substantial financial incentives for institutions to improve their ranking in 

7.5 INSTITUTIONS
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any well-known list. When considering indicators for institutions, some of the most well-known 
university rankings have used (non web) indicators that are not fit for this purpose (Gingras, 2014).

7.6 FUNDING AGENCIES
Research funders may periodically attempt to quantify the success of a particular funding stream or 
their overall funding programme (Dinsmore et al., 2014; Thelwall et al., 2016). With citations this 
could be done in various simple ways, such as by assessing the proportion of funded articles in the 
top journals or top quartile of journals by impact factor.

Field-normalised citation counts and web indicator scores can also be calculated for the 
funded articles (e.g., MNLCS, see above) to see whether they tend to attract higher values than 
the world average for the field, following the guidelines at the end of Section 7.4. In this situation, 
assuming that there are no stakeholders with an interest in any particular evaluation outcome, 
the possibility of deliberate manipulation is reduced and there is a free choice of indicators. If the 
funder targets a particular type of impact, then this should drive the choice of indicator but if the 
funder is interested in any type of impact then a range of different indicators should be used. In 
this case, as for institutional evaluations, the funder should beware of drawing overly positive con-
clusions by selecting the indicator that gives the best outcome.

Of particular value for funders conducting a general impact evaluation are Mendeley reader 
counts because these can provide earlier impact evidence than citations. These are therefore strongly 
recommended for their ability to give early evidence for programme evaluations. For this, their na-
tional and seniority biases (i.e., the dominance of junior researchers) should be taken into account 
when interpreting the results.

7.7 COUNTRIES
Some countries periodically compare the impact of their research with that of other countries ei-
ther to assess their current research strength against their international competitors or to monitor 
changes that are due to new national research policies. Countries are in a similar position to research 
funding agencies and the recommendations above (Section 7.6) apply. The main difference is one of 
emphasis: for countries it would be particularly important to calculate a separate field normalised 
indicator for each of the most recent years so that trends over time can be identified. Interpreting 
international comparisons is difficult for web indicators because there are national differences in 
the extent of use of the web and there can be large differences in the uptake of social websites. 
These differences influence web indicators because there is a natural tendency for people to be more 
interested in research from their own country, either because they are familiar with the authors or 
because the topic is more likely to be one of interest within the country. Thus, for example, interna-
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tional differences in the extent to which Mendeley is used makes it difficult to compare Mendeley 
reader counts between countries that use it to different extents (Fairclough and Thelwall, 2015).

7.8 JOURNALS
Academic publishers often display Journal Impact Factors on journal websites and these seem to be 
important to many researchers, despite public concerns about their limitations (DORA, 2013). The 
JIF for an academic journal for a specified year is the number of citations from articles published in 
that year in all indexed journals to articles published in the previous two years in the given journal, 
divided by the number of articles published in those two years by that journal. The most recent 
JIF for a journal represents the average rate of citation of relatively recent articles in the journal 
(Garfield, 1999), based upon the coverage of the citation database used to calculate it. One of the 
limitations of the JIF is that it only reflects uses of an article by publishing authors and ignores 
student and professional readers. It is logical, therefore, to create complementary indicators with a 
formula that is similar to the JIF but with alternative indicator data instead of traditional citation 
counts. Another strategy to generate an alternative to the JIF that addresses non-academic uses of 
articles is to exploit local usage data to create a type of localised usage impact factor. These could 
help assess the local utility of journals from their downloads (Bollen et al., 2005).

In terms of web indicators, citation counts in the JIF formula have been replaced by social 
reference sharing site bookmarks (Haustein and Siebenlist, 2011). In addition, using reader cate-
gories, it would be possible to generate JIFs for students separately from JIFs for academics. It is 
also possible to use web data to create JIFs for different impact types. For example, using syllabus 
mentions, it would be possible to create educational JIFs. Given the importance attached to tradi-
tional JIFs by some academics and researchers, however, variants based on web data seem likely to 
be spammed if used for successful public applications.

7.9 NON-ACADEMIC ORGANISATIONS
Non-academic organisations seeking to evaluate their grey literature may find traditional citation 
counts to be irrelevant because their work is not aimed at academics but targets policy makers or 
practitioners instead. For these, alternative indicators carry the promise of giving a type of quantita-
tive impact evidence where previously nothing similar was available, except for media coverage data 
from organizations such as LexisNexis and ProQuest. Non-academic organisations can opt for the 
individual approach of Section 7.2 above by making a case for the likely impact of each publication 
and attempting to support that case with selected alternative indicators. They may instead prefer 
the group approach to see whether their publications have an impact that is above average overall 
for their sector.

7.9 NON-ACADEMIC ORGANISATIONS
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The group approach described above for academics is not easily transferrable to non-aca-
demic organisations because of the need for field normalisation. For this, a comprehensive list of 
publications categorised by field and year is needed. While this is conveniently provided by both 
WoS and Scopus, there is no equivalent for the grey literature. Although it would be possible in 
theory to build a suitable grey literature database for this process, the grey literature is highly varied 
in size and intended audience and so a more reasonable approach is to benchmark the organisation’s 
outputs against similar outputs from one or more comparable organisations. In this way it is possi-
ble to get a very broad impression of whether one organisation’s publications are performing better 
than the other’s. For this, unless large numbers of publications (>30) are involved, it makes sense 
to report the raw indicator values for each publication rather than to calculate averages because the 
greater transparency of the raw data will allow interpretations to take into account the purposes of 
the individual documents.

Since non-academic organisations can have highly varied types of impacts from their work, a 
content analysis of a random sample of the citing sources for any relevant web indicators is recom-
mended in order to characterise the typical type of impacts generated by the organisation’s outputs. 
This content analysis involves human judges reading the random sample of citing sources and 
categorising them into relevant impact types. The content analysis complements the web indictors 
gathered by giving context in order to help interpret their meanings.

7.10 RESEARCH ADMINISTRATORS AND MANAGERS
Research administrators and managers can be involved in evaluating individual researchers and 
making institutional funding decisions. Indicators can be helpful for managing fields when the sub-
ject expertise to evaluate individual outputs is lacking. Managers need to be aware that all indicators 
are partial and biased, however. This means that low web indicator values for individual outputs 
do not mean low quality or low impact. While researchers should be praised for high values that 
are likely to be evidence of success, low values should not be used as evidence of failure. Instead, 
researchers should be asked to provide their own methods of justification for the merits of their 
work when this is needed. In some cases, this justification might unavoidably be purely qualitative.

7.11 ACADEMIC LIBRARIANS
Librarians can be called upon to help searchers and publishing scholars and therefore Sections 7.1 
and 7.2 are particularly relevant for them. In some situations, they may also need to advise research 
managers and administrators (Section 7.10). Librarians need to know the potential of alternative 
indicators in order to encourage their use in appropriate cases and also need to know their limita-
tions so that they can advise on the most appropriate interpretations. More detailed information 
on this is available in other books (Holmberg, 2015; Tattersall, 2016).
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7.12 SCHOLARLY COMMUNICATION AND SCIENCE AND 
TECHNOLOGY STUDIES RESEARCHERS

One of the most promising uses for alternative indicators is for researchers of scholarly communi-
cation because these can exploit the new web indicators without fear of deliberate manipulation by 
stakeholders, and investigate different types of impact, and earlier impact, as a result.

If a study focuses on an emerging research specialism, then the timeliness of most alternative 
indicators is a particular advantage and Mendeley is recommended for this property in combination 
with its relative robustness. This robustness is the main advantage of Mendeley over microblogs, 
which are timelier.

A major advantage of web indicators for scholarly communication researchers is that they 
can reveal different aspects of scholarly communication and different types of impacts. Depending 
on the purpose of a study, it may be useful to focus on an individual indicator or a few key indica-
tors. For example, if exploring the educational value of a research area then syllabus, PowerPoint 
and Wikipedia citations would be the most appropriate.

If a research project needs to access more detailed information about who cites research then 
systematic quantitative information is available in Mendeley about readers’ occupations, geographic 
locations and disciplines. In contrast, the best qualitative information available will be from science 
blogs because these typically contain mini reviews of articles, have the most detail, and often are 
connected to information about the background of the blogger. Science blog posts about academic 
articles are quite rare and so their prevalence needs to be checked ahead of a study. Microblogs are 
a compromise approach because they contain some textual information but very few tweets about 
academic papers give useful details. Most contain the article title or at the most a short summary 
or highlight (Thelwall et al., 2013b). 

A scholarly communication project might also have the goal to understand the role of a 
new indicator in scholarly communication or to trace related patterns of use amongst scholars. 
Such studies would help those who use alternative indicators by increasing understanding of their 
patterns of use. 

7.13 SUMMARY
As evident from this chapter, there are many different applications for web indicators. The most 
visible current one is within digital libraries to aid literature searching. One of the most promising 
uses is to aid those researching science itself, such as by tracing patterns or influence or identifying 
differing pathways to impact areas of research. In contrast, the other applications concern formative 
or summative evaluations of research outputs. Despite this common task, the specifics of an evalu-
ation depend on its purpose and the amount and nature of the outputs being evaluated.

7.12 SCHOLARLY COMMUNICATION AND SCIENCE AND TECHNOLOGY 
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CHAPTER 8

Collecting Data for Sets of 
Documents

This chapter gives an overview of how to use Webometric Analyst (Figure 8.1) to collect a range of 
web indicator data for articles, conference papers or books. For individual articles, indicator scores 
may be found within the publisher’s website or from the sites of data providers such as Altmetric.
com and ImpactStory. Altmetric.com also provides free downloads of data to researchers and has an 
API (http://api.altmetric.com/) that can be accessed via Webometric Analyst to download records 
for sets of articles. Although this chapter mainly deals with extracting indicator data for sets of 
documents, it is also possible to automatically extract data for non-standard outputs from specific 
websites using a crawler. Steps to achieve this are explained in Section 8.17. The crawling approach 
extracts all data from a website rather than values for a specific set of non-standard outputs (e.g., 
those created by a single research group). So it is more appropriate for research investigations than 
for specific evaluations.

The Webometric Analyst website (http://lexiurl.wlv.ac.uk) gives detailed step-by-step intro-
ductions so the purpose of this chapter is to give an overview of the relevant functions and steps. 
All of the facilities described here were available when this book was written but some may be 
withdrawn by the provider at a later date and other indicators may be added. Updates will be made 
available on the website.

http://api.altmetric.com/
http://lexiurl.wlv.ac.uk
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Figure 8.1: A screenshot of Webometric Analyst, showing the start-up wizard above the main inter-
face. At the top of the main interface is a menu bar with a range of different functions, and under-
neath this is a set of tabs (Web, YouTube, Twitter, Mendeley, Altmetric, Books, arXiv, Web Citations, 
Plagiarism, Flickr) for collections of related functions.

8.1  OVERVIEW OF WEBOMETRIC ANALYST
Webometric Analyst is a free computer program that runs on Microsoft Windows and is able to 
collect and process a wide range of types of web indicator data. For most indicators, it must be fed 
with a list of documents to be assessed, in a format that it understands, and sometimes also a key 
to access the data on the remote site. The list format is a simple one that separates the document 
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metadata, such as the publication year, authors and title. The indicator data is then usually saved to 
a file in a simple format that can be processed in a spreadsheet like Excel. Webometric Analyst is 
designed to automate operations that would take a long time to do manually so that it is possible 
to gather indicator data for larger sets of documents. 

Webometric Analyst can be downloaded from http://lexiurl.wlv.ac.uk/ and updates are 
posted to the site every few months to fix bugs or to add extra features. This site also contains on-
line instructions for using its main features. Not all of its features are documented because many of 
them are simple, rarely use, or best understood by trying them out.

The two main features offered by Webometric Analyst are the ability to download web in-
dicator data and a large set of functions for processing the data downloaded by it or its sister web 
crawler, SocSciBot. Webometric Analyst extracts information from websites through their APIs 
when they allow free data harvesting. In some cases, users must register for either the API (e.g., 
Bing) or for the website itself (e.g., Mendeley, Twitter) and then enter a key or PIN in order to 
give Webometric Analyst permission to use the API. Information about this process is given on the 
software website or through prompts within the program.

 Some of the indicator data needs a three-stage process to collect: creating the file of docu-
ment information for the set to be assessed, using Webometric Analyst to create appropriate Bing 
queries, and then running the Bing queries with Webometric Analyst (Figure 8.2, left). Mendeley 
and Twitter data collection do not need Bing and have instead a more direct two-step process 
(Figure 8.2, right).

Figure 8.2: The three-stage process needed to generate the indicator values for patents, syllabus men-
tions, web citations, blog citations and grey literature citations (when Bing queries are needed—left), 
the two stages for Mendeley readers (top right) and the two stages with Mozdeh when tweets are 
needed (bottom right).

8.1 OVERVIEW OF WEBOMETRIC ANALYST

http://lexiurl.wlv.ac.uk/
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This chapter describes how to gather raw web indicator data and Chapter 10 describes how 
to use this raw data to calculate averages, proportions and field-normalised indicators.

8.1.1 THE BING API
The Bing API allows automatic web searches using the Bing search engine. This API makes it 
possible to gather many web indicators that are based on web searching, including syllabus cita-
tions, patent citations and grey literature citations. From December 2016 the Bing API will have a 
limited trial use free version (currently allowing 1,000 operations per month for three months) and 
a paid upgrade, allowing more operations at a small cost. Although the API rate per query is low 
(e.g., $3 per month to Microsoft for up to 1,000 queries at the time of writing), the total cost may 
be prohibitive for large-scale uses. It is important to read the terms and conditions carefully when 
signing up and remember to cancel the key as soon as it is no longer needed because the charging 
is automatic and continues even if the API is not used. Information about signing up for the Bing 
API is available on the Webometric Analyst website.

8.2  FORMATTING SETS OF JOURNAL ARTICLES FOR 
WEBOMETRIC ANALYST

Webometric Analyst always uses a simple plain text file format for its input and usually uses a sim-
ilar format for the results. In a few cases, the input file will be a list of pre-formed queries and these 
are always entered in a plain text file, with exactly one query on each line. Plain text files are simplest 
to create in the Windows Notepad program that can be found within the Accessories Windows 
program group. Some other software, such as Microsoft Word, allow their files to be converted to 
this plain text format (select Save As from the file menu ribbon and choose Plain text (*.txt) from 
the list of file formats) but may render the file useless by saving unwanted characters (e.g., smart 
quotes or apostrophes instead of straight quotes or apostrophes). They may also add extra blank 
data that is not visible in Notepad but causes Webometric Analyst to malfunction, such as extra 
tab characters when saving from Microsoft Excel. Thus, the use of these is only recommended for 
brave experts on file formatting issues.

The most common file format used by Webometric Analyst for input files is tab-separated 
plain text (Figure 8.3). With this format, each reference is on a separate line. Within each line, 
the key components of the reference are separated by a tab. For example, each line of a file might 
contain the information:

Title<tab>Publication year<tab>Author names<tab>Pub-

lishing journal<tab>DOI

Figure 8.3 illustrates a few lines of data in the above format, viewed in Windows Notepad.
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Figure 8.3: A Notepad file with journal article information separated by tabs. The tabs do not align the 
columns because the titles have different lengths.

If every line of a file is in exactly the same format, Webometric Analyst can easily identify 
and separate out the different components of the references in order to build its queries. If many of 
the above rows are entered into a document, then some of them will align into neat columns and 
others will not but this does not matter as long as there is a single tab between each component 
of each reference. It is very time consuming to create the above format, although it can be done 
manually with Windows Notepad, but it is better to create it in a spreadsheet like Excel or, if saving 
data from the Web of Science or Scopus, choose their option to save in tab-separated plain text 
format (see lexiurl.wlv.ac.uk/reports/ for specific instructions).

If creating the file in a spreadsheet, then each reference should be entered into a single row 
and each part of the reference should be entered into the same column. For example, the title might 
always be in column C and the publication year or date in column B. Figure 8.4 gives an example.

Figure 8.4: A spreadsheet with document information separated into columns. 

The file formats used by spreadsheets cannot be read by Webometric Analyst and so the file 
must be saved in ta-separated plain text format. In Microsoft Excel, select Save As from the File 
menu ribbon and choose Text (tab delimited) from the list of file formats. If this creates smart 
quotes or smart apostrophes, then these should be replaced with their straight counterparts. This 
can be achieved by opening the file in Windows Notepad and using the Replace All command to 
replace the smart version (copy and paste it from the document) with the straight version (type it 
in using the keyboard). The spreadsheet might save extra blank columns and rows but this should 
not make any difference to Webometric Analyst, which will ignore them.

8.3 FORMATTING SETS OF BOOKS FOR WEBOMETRIC ANALYST

http://lexiurl.wlv.ac.uk/reports/
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8.3  FORMATTING SETS OF BOOKS FOR WEBOMETRIC 
ANALYST

For processing by Webometric Analyst, a tab-delimited plain text file of the information for each 
book is needed, similar to that needed for journal articles and with one book per line. The main dif-
ference is that books have ISBNs rather than DOIs so the DOI column is replaced with an ISBN 
column, if needed for the indicator collected. ISBNs are required for some of the web indicators but 
not others, and some indicators only need ISBNs. If the books are extracted from Scopus or WoS 
then saving them directly into tab-delimited plain text files should be sufficient.

Within each line, the key components of the reference are separated by a tab. For example, 
each line of a file might contain this information (the ISBN information can be omitted for most 
indicators):

Author(s)<tab>Title<tab>Year<tab>Publisher<tab>ISBN

Figure 8.5 illustrates some data in the above format, omitting the ISBN column, viewed in 
Windows Notepad.

 

Figure 8.5: A Notepad file with book information separated by tabs. The tabs do not align the col-
umns because the sections have different lengths.

8.4  MENDELEY READERS
To collect Mendeley readership data for a set of articles, either the article DOIs are needed in a 
simple plain text file format (one DOI per line) or the metadata (author names, title, journal name, 
publication year) should be saved into a tab-separated plain text file format, as described above. If 
possible, a DOI column should also be included in the latter case so that Webometric Analyst can 
use the DOIs, when available, to check matches and find additional matches (Zahedi et al., 2014b). 
Not all records in Mendeley have DOIs, even if the associated articles do, and so including the 
extra information described above in addition to the DOI allows Webometric Analyst to search for 
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additional matches. The following illustrates a Mendeley query that was automatically generated by 
Webometric Analyst from the title, author and publication year of a journal article, ignoring its DOI.

title:Optical coherence tomography Significance of a 

new method for assessing unclear laryngeal pathologies 

AND author:Glanz AND year:2010

In Mendeley, some articles have multiple records and Webometric Analyst takes care of 
combining the results for all correct matches for any article. The matching process is imperfect, so it 
sometimes makes mistakes. Problems include Mendeley readers entering incorrect article informa-
tion, articles having multiple valid titles (e.g., in different languages) and titles containing accented 
characters or mathematical symbols that may be entered in different ways. These issues may be a 
particular problem if a collection of articles has a mathematical orientation or includes a substantial 
number of texts in languages that use non-ASCII or accented characters.

Although books do not often seem to be entered into Mendeley, they can be searched for on 
the site using their author name, publication year and title. The procedure is otherwise the same as 
for journal articles

Webometric Analyst gathers data via the free Mendeley API. This is a programming inter-
face that allows the automatic harvesting of data. In order to use the API via Webometric Analyst 
it is essential to sign up as a Mendeley user first. When running Mendeley queries, Webometric 
Analyst will ask for a key that can be obtained by logging in to Mendeley. The procedure is as fol-
lows (following the top of the right hand side of Figure 8.2).

1. Save the metadata for the articles in the tab-delimited format described in Section 8.2, 
including either DOIs or article titles, authors and publication years, or both.

2. Start Webometric Analyst, close down the start-up wizard, select the Mendeley tab from 
the main (classic) interface, click the Search For Publications button and select the plain 
text file created by step 1.

Mendeley gives a lot of information about each article that has readers, and not just the 
total number of readers. It reports the number of readers by country, field and occupation. These 
three figures are only provided for Mendeley members that have entered such information, which 
is often not all of them. This information is therefore about a sample of the Mendeley readership 
rather than all Mendeley readers. In addition, the information may be out of date if a member 
forgets to change it when she gets promoted, changes specialism, completes her Ph.D. or moves to 
another country. Nevertheless, it seems reasonable to use the data as a very rough guideline. Even if 
information is out of date, it might have been correct at the time when the user entered a specific 
reference into the site.

8.4 MENDELEY READERS
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The format of the Mendeley data is a huge file in the simple tab-delimited format that can 
be copied into, or opened by, a spreadsheet to be read (Figure 8.6). The first columns of the spread-
sheet replicate the data inputted into Webometric Analyst and the remaining columns give the new 
information supplied by Mendeley. The specialism, country and occupation columns are likely to be 
very sparse—mainly blanks with only a few entries. Webometric Analyst only reports the countries 
and specialisms within the data so missing countries have no readers.

Figure 8.6: A spreadsheet showing some information returned by the Mendeley API, separated into 
columns and with one row per publication.

8.5  GREY LITERATURE CITATIONS
Grey literature can appear on many different websites but can be found using search engine queries 
exploiting the filetype: advanced search command and combining it with document metadata, such 
as the authors, title and publication year. This process can be automated in Webometric Analyst 
using the Bing API. It consumes a minimum of two Bing API queries per document, one for each 
file type searched for (Word and PDF). The procedure for collecting grey literature citations follows 
the left hand side of Figure 8.2.

1. Save the metadata for the documents in the tab-delimited format described in Section 
8.2 or 8.3.

2. Start Webometric Analyst, close the start-up wizard and select the Make grey literature 
searches for a set of Scopus/WoS/Other journal articles or books option from the Make Searches 
menu to create a set of Bing queries for these articles in a standard format. As described 
in Section 4.5, each article will have two queries, both containing the first few words of 
the article title in quotes, the first author last name and publication year, together with 
either the filetype:pdf or the filetype:doc command at the end.
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3. Restart Webometric Analyst, enter the Bing API key (see Section 8.1.1), select the web 
impact report option in the start-up wizard and choose the plain text file of queries 
generated by step 2.

8.5.1 STANDARD WEBOMETRIC ANALYST RESULTS REPORTS
Webometric Analyst produces results in several different forms. Although the simplest output is a 
plain text file listing the number of matches for each query submitted, it also produces a more in-
formative set of webpages that form a mini report. In this set of webpages there is a table of results 
as well as a list of matching URLs for each query. The tables include not only the total number of 
URLs returned for each query but also the number of different domain names, websites and top-
level domains (TLDs) within these results (Figures 8.7, 8.8, 8.9). The domain-level results are rec-
ommended rather than the URL-level results when it is possible that some websites contain multiple 
copies of pages so that web citations can be double-counted.

For the URLs http://www.scit.wlv.ac.uk/~cm1993/mycv.html and http://www.umass.edu/
afroam/thelwellnew.htm this is the meaning of the terms used in the reports:

• URL: The complete webpage URL.

• Domain: The domain name part of the URL after the initial :// and before the first 
slash after it (e.g., www.scit.wlv.ac.uk and www.umass.edu).

• Site: The end of the domain name part of the URL. This is the part after the pen-
ultimate dot if there isn’t a category naming segment. If there is a category segment, 
then an extra segment is included. This typically describes the website of an entire 
organisation, even if it is split into different domains (e.g., wlv.ac.uk because ac is the 
academic segment of the uk domain, and umass.edu because .edu does not use the 
segmenting system).

• STLD: For websites with a category segment before the TLD, this is the category 
name plus the TLD, otherwise it is the TLD (e.g., ac.uk and edu).

• TLD: The final segment of the domain name, after the last dot (e.g., uk and edu).

 

8.5 GREY LITERATURE CITATIONS

http://www.scit.wlv.ac.uk/~cm1993/mycv.html
http://www.umass.edu/afroam/thelwellnew.htm
http://www.umass.edu/afroam/thelwellnew.htm
http://www.scit.wlv.ac.uk and www.umass.edu
http://wlv.ac.uk
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Figure 8.7: A Webometric Analyst table reporting the results of a search for grey literature mention-
ing any one of four books. The domains column is recommended for indicators rather than the URLs 
column because of the possibility of duplicate URLs for the same page.

Figure 8.8: The list of web domains extracted from the list of URLs of grey literature pages mention-
ing The professional quest for truth.
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Figure 8.9: TLDs extracted from the list of URLs of grey literature pages mentioning The sociology of 
science. Most of the literature is from U.S. universities (which dominate .edu) but there are also many 
websites from Russia (.ru) and the UK (.uk).

The above data can be copied and pasted into a spreadsheet for analysis or the files could be 
used as the input for Webometric Analyst to apply indicator formulae (Chapter 10). 

8.6  PATENT CITATIONS
Patent citations on the Google Patents website can be searched for via the Bing API because Bing 
indexes the Google Patents website. For this, Webometric Analyst’s Make Searches menu can be 
used to convert a tab-delimited plain text file (as in Section 8.2 or 8.3) into a new plain text file 
that contains queries built from the publication title, year and first author name, combined with the 
site: advanced search command site:google.com/patents to restrict the results to patents indexed 
by Google. This file can be run using the Web Impact Report option of the Webometric Analyst 
start-up wizard, producing tab-delimited plain text files and lists of matching patents. The proce-
dure follows the left hand side of Figure 8.2.

1. Save the metadata for the documents in the tab-delimited format described in Section 
8.2 or 8.3.

2. Start Webometric Analyst, close the start-up wizard, select the Make Google Patent 
searches for a set of Scopus/WoS/Other journal articles or books option from the Make Searches 
menu to create a set of Bing queries for these articles. Each article query will contain the 

8.6 PATENT CITATIONS8.6 PATENT CITATIONS
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first few words of the article title in quotes, the first author last name and publication 
year, together with the site:google.com/patents command at the end.

3. Restart Webometric Analyst, enter the Bing API key (see Section 8.1.1), select the web 
impact report option in the start-up wizard and choose the plain text file of queries 
generated by step 2.

The results are saved in a standard set of reports, as described in Section 8.5.1.

8.7  POWERPOINT CITATIONS
This is almost the same as for grey literature citations, except for the document type searched for 
and the use of only one query per document.

1. Save the metadata for the documents in the tab-delimited format described in Section 
8.2 or 8.3.

2. Start Webometric Analyst, close the start-up wizard, select the Make PowerPoint searches 
for a set of Scopus/WoS/Other journal articles or books option from the Make Searches menu 
to create a set of Bing queries for these articles. As described in Section 5.2, each article 
query will contain the first few words of the article title in quotes, the first author last 
name and publication year, together with the filetype:ppt command at the end.

3. Restart Webometric Analyst, enter the Bing API key (Section 8.1.1), select the web 
impact report option in the start-up wizard and choose the plain text file of queries 
from step 2.

The results are saved in a standard set of reports, as described in Section 8.5.1.

8.8  WIKIPEDIA CITATIONS
This is the same as for patent citations, except with the Wikipedia website instead of the Google 
Patents website.

1. Save the metadata for the documents in the tab-delimited format described in Section 
8.2 or 8.3.

2. Start Webometric Analyst, close the start-up wizard, select the Make Wikipedia searches 
for a set of Scopus/WoS/Other journal articles or books option from the Make Searches menu 
to create a set of Bing queries for these articles. As described in Section 5.3, each article 
query will contain the first few words of the article title in quotes, the first author last 
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name and publication year, together with the site:wikipedia.org/wiki/ command at the 
end.

3. Restart Webometric Analyst, enter the Bing API key (Section 8.1.1), select the web 
impact report option in the start-up wizard and choose the plain text file of queries 
from step 2.

The results are saved in a standard set of reports, as described in Section 8.5.1.

8.9  BLOG CITATIONS
There is no fool-proof way to search for webpages that are blogs and exclude those that are not. In 
this situation, heuristics are needed. Webometric Analyst searches a list of major blog sites in order 
to identify their blogs, but cannot identify blogs that are not in these major sites. The procedure 
follows the left hand side of Figure 8.2. It consumes multiple Bing API queries, a minimum of one 
for each blog site, and so can be expensive.

1. Save the metadata for the documents in the tab-delimited format described in Section 
8.2 or 8.3.

2. Start Webometric Analyst, close the start-up wizard, select the Make major blog (or other 
site) searches for a set of Scopus/WoS/Other journal articles or books option from the Make 
Searches menu to create a set of Bing queries for these articles. Each article will have 
multiple queries, each containing the first few words of the article title in quotes, the 
first author last name and publication year, together with the site:BLOG command at 
the end, where BLOG is one of the major blog sites (e.g., blogspot.com, wordpress.com, 
typepad.com, livejournal.com, scienceblogs.com). The list of blog sites suggested by We-
bometric Analyst can be changed—for example to remove all except scienceblogs.com)

3. Restart Webometric Analyst, enter the Bing API key (Section 8.1.1), select the web 
impact report option in the start-up wizard and choose the plain text file of queries 
from step 2.

The results are saved in a standard set of reports, as described in Section 8.5.1.

8.10  SYLLABUS CITATIONS
Searching for syllabus citations online is more complex than searching for most other types of 
indicator because the queries for online syllabi are not very accurate and so the results need to be 
filtered after they have been obtained from Bing. The procedure follows the left hand side of Figure 
8.2 to start with.

8.10 SYLLABUS CITATIONS
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1. Save the metadata for the documents in the tab-delimited format described in Section 
8.2 or 8.3.

2. Start Webometric Analyst, close the start-up wizard, select the Make syllabus searches for 
a set of Scopus/WoS/Other journal articles or books option from the Make Searches menu to 
create a set of Bing queries for these articles. As described in Section 5.1, each article 
will have two queries, both containing the first few words of the article title in quotes, 
the first author last name and publication year, together with either “syllabus” or “course 
description” at the end.

3. Restart Webometric Analyst, enter the Bing API key (Section 8.1.1), select the web 
impact report option in the start-up wizard and choose the plain text file of queries 
generated by step 2.

4. Select the Syllabus mentions: Filter out from long results option of the Utilities menu and 
select the long results file generated by the syllabus searches (i.e., the file with “long 
results” within its filename).

5. From the Reports menu, select Make a set of standard impact reports from a long results file 
and choose the filtered syllabus long results file.

The results of the Bing searches using the syllabus query file (step 3) will be a set of URLs 
that match the queries but that are not necessarily academic syllabi. The purpose of step 4 is to filter 
out non-syllabi using a predefined set of filtering heuristics. These rules, which can be customised, 
specify for example, that page URLs or descriptions containing the term Acquisition should be 
removed because they are likely to be library acquisition information rather than syllabus listings.

8.11  GENERAL WEB CITATIONS
The procedure follows the left hand side of Figure 8.2. This is likely to produce many irrelevant 
matches from library listings and journal contents page listings and so, if possible, it would be useful 
to add a section to the query to exclude a phrase at the start of each article’s abstract. This is an 
option in Webometric Analyst when making these queries (step 2 below).

1. Save the metadata for the documents in the tab-delimited format described in Section 
8.2 or 8.3.

2. Start Webometric Analyst, close the start-up wizard, select the Make Web searches for a 
set of Scopus/WoS/Other journal articles or books option from the Make Searches menu to 
create a set of Bing queries for these articles. Each article query will contain the first 
few words of the article title in quotes, the first author last name and publication year.
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3. Restart Webometric Analyst, enter the Bing API key (see Section 8.1.1), select the web 
impact report option in the start-up wizard and choose the plain text file of queries 
generated by step 2.

The results are saved in a standard set of reports, as described in Section 8.5.1.

8.12  TWEET MENTIONS VIA DOIS OR LINKS
Twitter provides a free API that Mozdeh (a free partner tool to Webometric Analyst) can use to 
search for tweets mentioning an article but there are two complications. First, tweets are not long 
enough to comfortably contain full citations so articles are usually cited in tweets via a link to the 
online page for the article or by mentioning the article DOI. In the former case, a list of URLs of 
the publisher pages for the articles in a collection is needed, which is not straightforward to obtain. 
If only DOIs are used, then most article mentions will probably be lost. This is a tricky problem 
with no simple solution with Mozdeh. In most cases, the value of the data gathered would not 
justify the considerable effort needed to gather tweets in this way.

A second problem is that the query results returned by Twitter are restricted to the previous 
two weeks, so all older citations will be lost. This can be solved by monitoring Twitter continuously 
over a long period of time but Twitter citations from more than two weeks before the start date will 
be lost. For most evaluations, this approach is unlikely to be possible. The alternative is to obtain the 
Twitter citation counts from an altmetric service provider such as Altmetric.com or ImpactStory. 
These monitor Twitter continuously and so can deliver the necessary data on demand to their own 
users. The procedure is as follows.

1. Download Mozdeh from http://mozdeh.wlv.ac.uk and save to a Microsoft Windows 
computer.

2. Create a list of article DOIs (or article URLs) and save it in a Windows Notepad plain 
text file, with one per line.

3. Start Mozdeh, enter a name in the new project name box and click the Start New Project 
button. 

4. In the new Data Collection window (Figure 8.10), click the Keep Searching Until Button 
Clicked option, click the Run Twitter Searches in File Continually button and select the 
plain text list of article DOIs (or URLs). If desired, also select a given language for the 
tweets.

5. Follow the instructions given by Mozdeh to get permission from Twitter for the searches.

8.12 TWEET MENTIONS VIA DOIS OR LINKS

http://mozdeh.wlv.ac.uk
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6. When the desired data collection period (e.g., a few weeks) has completed, click the 
Stop Monitoring button, which will appear when the monitoring starts.

7. Once the monitoring has finished, load the results file (found in the raw data subfolder 
of the Mozdeh project folder) into a spreadsheet to count the number of matches for 
each query.

Figure 8.10: The Data Collection window of Mozdeh, showing the Keep Searching Until Button 
Clicked option checked (near the bottom) and the Run Twitter Searches in File Continually button 
(also near the bottom). The main blank box and tabs are not needed here.
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8.13  GOOGLE BOOKS CITATION COUNTS
Google Books has an API that is used by Webometric Analyst to search for references within the 
indexed books. The main columns needed in the tab-delimited plain text file for this are the author, 
title and publication year.

A common problem with books is that different monographs can have the same publication 
information, especially if they have a short title. In such cases it is impossible to identify which of 
the two books has been cited each time. In this situation it is best to remove both books completely 
from the data set and so Webometric Analyst provides a second query file with all duplicate queries 
completely removed.

The Google Books API returns approximate matches in addition to exact matches and so 
after getting lists of matching books from the Google Books API the next stage is to filter out 
the inexact and unwanted matches (e.g., the book itself, advertising lists in other books). This is 
achieved by another button click in Webometric Analyst (Figure 8.11). The overall procedure is 
as follows.

1. Save the metadata for the books in the tab-delimited format described in Section 8.3. 

2. Start Webometric Analyst, close the start-up wizard and select the Books tab. 

3. Within the books tab, click the 1. Make Google Books Queries from Scopus, WoS or Other 
Data button and select the tab-delimited file.

4. Click the 2. Search Google Books with all Queries in File button and follow the instruc-
tions. This submits the queries to the Google Book Search API and may take several 
hours.

5. Click the 3. Remove GBS Matches Without Query Terms button. This filters out the un-
wanted Google Books Search matches (see Figure 8.12). 

6. Click the 4. Add Filtered GBS Matches to Original Results File button and follow the in-
structions. This adds up all the Google Books citations for each book and adds the sum 
to the original unfiltered (i.e., including the unwanted matches) results file. This gives a 
file with overall Google Books citation counts for each book.

7. [optional] Click the 5. Add Citation Column to GBS Summary button and follow the 
instructions. This adds citation data from another source to the Google Books Search 
results. This is only if a separate source of citation data is available.

8.13 GOOGLE BOOKS CITATIONS COUNTS
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Figure 8.11: The Webometric Analyst buttons illustrating the sequence of operations needed to run 
Google Books searches.

 

Figure 8.12: A Google Books search results file after clicking Button 3 to filter out bad matches. The 
tabs do not align the columns because the sections have different lengths.

8.14  WORLDCAT LIBRARY HOLDINGS
Webometric Analyst uses the WorldCat Search API to calculate the number of libraries holding 
a copy of any book, but this requires permission to be granted first. The first stage for harvest-
ing WorldCat library holdings is to request an API key for the WorldCat Search API from the 
OCLC webpage at http://www.oclc.org/developer/develop/web-services/worldcat-search-api.
en.html. Since they kindly provide the API free of charge and it is mainly intended for librarians, 
such a request should only be placed for important applications to avoid overusing their services. If 
granted, the request may take several months to be approved and will then result in a long string 
of characters which is the API key that must be entered into Webometric Analyst when using it 
to count library holdings.

http://www.oclc.org/developer/develop/web-services/worldcat-search-api.en.html
http://www.oclc.org/developer/develop/web-services/worldcat-search-api.en.html
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The input file should be in plain text or tab-delimited plain text format in which one of the 
columns contains book ISBNs—this is the only data needed (Figure 8.13). Only one further step 
is needed.

1. Save a list of ISBNs for the books, one per line, in a Windows Notepad plain text file. 
The plain text file may also be a tab-delimited file in which one column contains the 
ISBNs (see Section 8.3). 

2. Start Webometric Analyst, close down the start-up wizard and select WorldCat: Get book 
holdings from ISBNs from the Services menu and select the plain text file.

The result file echoes the input file with a new column containing the number of libraries 
holding a copy of each book. This can be loaded into a spreadsheet to analyse or used to calculate 
indicator formulae, as described in Chapter 10.

Figure 8.13: The WorldCat search results obtained from a list of ISBNs. The Holdings column reports 
the number of libraries with a copy of each book.

8.15  AMAZON REVIEWS, RATINGS AND SALES RANKS
Although Amazon has an API that can retrieve information about books (its Product Advertising 
API), it can only be used for marketing books and not for research. Instead, Amazon book infor-
mation can be extracted from book pages crawled from Amazon.com but first the correct Amazon.
com page must be identified for each book. There is an indirect way to identify book pages but a 
three-stage process is needed for this that starts with automatic search engine searches and includes 
a manual checking stage.

Identifying Amazon.com book page URLs: A site-specific Bing search of Amazon is 
needed to identify the correct book page. This should contain the book title, the terms ISBN-10 
and ISBN-13 (to ensure that matching pages contain book information) and author last name, as 
follows. The advanced search site: command is used to restrict the results to the Amazon website. 

8.15 AMAZON REVIEWS, RATINGS, AND SALES RANKS
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Hoover “How to Live with an Idiot” ISBN-10: ISBN-13: 

site:www.amazon.com

A plain text file with the required queries can be created with the option Make Amazon book 
page searches in the Webometric Analyst Make Searches menu. These queries can be submitted to 
Bing via its API using the Run All Searches in File button in the main tab of the main window (i.e., 
the classic interface), after entering a Bing API key in the start-up wizard. This button produces a 
set of files, including one with “long results” within its filename. The long results file should con-
tain the relevant Amazon.com page URL for most books but needs to be manually checked in a 
spreadsheet to remove any false or duplicate matches. After this manual checking, the URLs of the 
books should be copied from the relevant column to Windows Notepad and then saved to a plain 
text file with one URL per line.

Crawling the book pages: The book pages can be crawled with SocSciBot (see Section 8.17), 
using the plain text file of URLs generated as above.

Extracting book information from the crawled book pages: The Books tab within Webo-
metric Analyst’s main (classic) interface contains a button, Get Amazon Book Info. From Saved Pages, 
which can be used to extract the review information about the books in the crawled pages. After 
clicking on this button, select the root folder from the SocSciBot project containing the crawled 
pages (see Section 8.17.1). The book information will be saved in a tab-delimited plain text file that 
can be opened within a spreadsheet program.

8.16  GOODREADS REVIEWS
Goodreads has a free API (www.goodreads.com/api) to enable book reviews and ratings to be au-
tomatically extracted for books from their ISBNs. Webometric Analyst uses this API and just needs 
a plain text file of book ISBNs as input.

1. Save a list of ISBNs for the books, one per line, in a Windows Notepad plain text file 
(see Section 8.3).

2. Start Webometric Analyst, close down the start-up wizard and select the Books tab in 
the main (classic) interface. Click the Get Goodreads Reviews Stats From ISBNs button 
in the Books tab and select the plain text file.

This produces a file of information that can be loaded into a spreadsheet to analyse or pro-
cessed by Webometric Analyst to calculate indicators (see Chapter 10).

http://www.goodreads.com/api
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8.17  EXTRACTING DATA FROM WEBSITES VIA SOCSCIBOT 
CRAWLS

Some websites contain data that is useful for indicator development but do not have an API to 
access it automatically. These sites can sometimes be mined using automated Bing searches (e.g., 
for Google patents and Wikipedia) but this is not always possible. In some other cases the website 
owner allows their site to be crawled and indicator data can be extracted from the crawled pages. 
While the first step can be carried out with many different free web crawlers, the second step 
requires a specially written parser that understands the structure of the pages in the crawled site. 
Some parsers useful for alternative indicators are built into Webometric Analyst.

8.17.1 WEB CRAWLING
A web crawler is a program that can be fed with one or more starting URLs and then recursively 
downloads the webpages at these URLs and extracts and follows their hyperlinks. The web crawlers 
that are used to feed commercial search engines try to find a large proportion of the web but for 
research purposes, crawlers may focus on a single website or part of a website. As long as a website 
has systematic links between pages then it should be possible to point a research crawler at the 
start page of a website and then leave it to find all pages in the site, stopping when it has finished.

SocSciBot (http://socscibot.wlv.ac.uk) is an example of a free web crawler and is recom-
mended here because it saves webpages in a simple format that can be processed by Webometric 
Analyst. The web crawler SocSciBot can be pointed at the home page of a website or fed with a list 
of page URLs to crawl. By default, SocSciBot crawls one website at a time so if it finds a link to a 
website that is different from the one that it is crawling then it ignores it.

When crawling a site, it is important to follow ethical guidelines in order to avoid damag-
ing the target site or crawling when it is unwanted. The first main rule to follow is to avoid pages 
that are marked as off limits to crawlers. SocSciBot, like all ethical crawlers, does this by reading 
the warning file (always called robots.txt and stored in the root folder of a website) and obeying 
its restrictions. In order to avoid damaging a site by using up its time with too frequent requests 
for pages, SocSciBot by default crawls a maximum of one page per second. This means that large 
sites can take a long time to crawl because the maximum number of pages crawlable in a day is 
24x60x60=86,400 and even a small university site could take a week to crawl at this rate. A crawler 
needs a computer that is left switched on for as long as it takes to complete the crawl. SocSciBot 
saves the crawled pages to individual files in a simple format that can be parsed by Webometric 
Analyst to extract indicator data (Figure 8.14).

8.17 EXTRACTING DATA FROM WEBSITES VIA SOCSCIBOT CRAWLS

http://socscibot.wlv.ac.uk
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Figure 8.14: The crawling/extraction process. First, SocSciBot crawls webpages, then Webometric An-
alyst extracts relevant information from the saved pages.

Some websites have an index, called a site map, which lists all pages in the site. The location 
of such a sitemap is often recorded within the robots.txt file at the root of the site. An alternative 
way to crawl a site is to locate the site map, extract all the URLs from it, and then use these URLs 
as the start-up list for SocSciBot. For sites that are too big to crawl (>900,000 pages) a random 
sample could be crawled instead. To do this, extract the URLs into a single file (this is the tricky 
part, but can be achieved through Webometric Analyst, after downloading the sitemap file(s), with 
the SiteMap XML: Extract all URLs option in the Services menu) and then use the Webometric 
Analyst option to select a fixed number of lines randomly from the file (Randomly select n lines in file 
from the Copy submenu of the Text menu). To use this start list, before clicking the Crawl button 
in SocSciBot, check the Preload start list box and select the file of random URLs.

Sometimes only part of a website needs to be crawled and this can be specified in SocSciBot 
by entering the part of the URL that all crawled pages should contain in the second yellow text 
box (with a caption starting with 2—see Figure 8.15). For example, crawling the site socscibot.wlv.
ac.uk, then entering the URL socscibot.wlv.ac.uk/help/ in the second yellow text box, ensures that 
only pages with URLs containing socscibot.wlv.ac.uk/help/ will be included in the crawl.

http://socscibot.wlv.ac.uk/help/
http://socscibot.wlv.ac.uk/help/
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Figure 8.15: A section of the main SocSciBot interface, showing the main Crawl Site button, the 
URL of the start page (top right), the site specification text (second from top, right). The option to 
preload a list of URLs to crawl has been checked (bottom right).

8.17.2 PARSING THE CRAWLED TEXT
Once a crawl is complete, the appropriate Webometric Analyst parsing option for the site can be 
used to extract data from the crawled pages. When Webometric Analyst requests a folder of crawled 
webpages, the root folder of the SocSciBot crawl should be selected (i.e., www.wlv.ac.uk in Figure 
8.16). The result of the processing is always a tab-delimited plain text file that can be loaded into 
a spreadsheet for analysis. Normally, each webpage is converted to a single row in the spreadsheet. 
At the time of writing, Webometric Analyst included functions for extracting information from 
crawls of Academia.edu, ResearchGate, Google Code, Google Patents, FigShare, SlideShare, some 
news websites and ClinicalTrials.gov.

 

8.17 EXTRACTING DATA FROM WEBSITES VIA SOCSCIBOT CRAWLS
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Figure 8.16: The folder structure created by SocSciBot for a web crawl. The folder crawler_data con-
tains all projects. The project folder above is called A test project. The pages crawled from the website 
www.wlv.ac.uk are contained within numerous sub-subfolders of the subfolder www.wlv.ac.uk. Each 
crawled webpage is saved with a numerical filename, such as 5.htm. When parsing the above crawl 
with Webometric Analyst, the folder www.wlv.ac.uk should be selected and then Webometric Analyst 
will automatically find all webpages in all sub-subfolders.

8.17.3 CLINICALTRIALS.GOV
This section illustrates the crawling/extraction process with a specific example. The ClinicalTrials.
gov website contains a record of all current clinical trials in the U.S. and many from the rest of the 
world. The site is designed to encourage crawling so that the information in it can be analysed. As 
part of this it has (at the time of writing) a copy of the site designed for crawlers at https://www.
clinicaltrials.gov/ct2/crawl/. To crawl this site, this URL can be entered as the starting page for a 
SocSciBot crawl.

Once the crawl is finished (over 200,000 pages, taking several days) all of the crawler-friendly 
pages will be saved to the local computer. These saved files can then be processed with Webometric 
Analyst’s menu option for this site, which is the ClinicalTrials.gov options in the Services menu 
(there is a second option for processing citations in the Citations menu). The output of Webomet-
ric Analyst’s parsing of SocSciBot’s crawl of ClinicalTrials.gov is a set of tab-delimited plain text 
files with different types of information. These files can be loaded into a spreadsheet to read. For 
example, one of the files contains a summary of how often MESH keywords appear in the crawled 
pages (Figure 8.17).

http://www.wlv.ac.uk
https://www.clinicaltrials.gov/ct2/crawl/
https://www.clinicaltrials.gov/ct2/crawl/
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Figure 8.17: A list of frequencies of MESH keywords from ClinicalTrials.gov pages crawled by SocS-
ciBot, extracted by Webometric Analyst and loaded into a spreadsheet.

8.18  SUMMARY
Raw indicator data can be automatically collected for sets of documents in various ways using 
Webometric Analyst, SocSciBot and Mozdeh. When collecting new data, it is good practice to 
run a small-scale pilot test first and to look at the data collected afterwards to check that it makes 
sense and that there has not been a problem with the data collection process. The simplest collec-
tion process is for Mendeley readers, since this converts a file of publication information by adding 
Mendeley reader counts in one single step. The other methods involve several different automated 
strategies: constructing and submitting Bing queries; crawling a site and extracting information 
from the downloaded pages; or a multiple stage process to download and filter the results. In all 
cases it is also possible to gather the data manually for a few documents, and thus the purpose of 
using the software is to gather the same information efficiently for a large set of documents. The 
following chapters give information about indicator formulae that can be useful for comparing the 
average impact of sets of documents against each other or the world average.

8.17 EXTRACTING DATA FROM WEBSITES VIA SOCSCIBOT CRAWLS
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CHAPTER 9

Indicator Formulae and Experimental 
Considerations

This chapter describes formulae for processing web indicators as well as issues that are important 
for researchers designing studies to investigate or exploit web indicators. Some of these issues are 
primarily statistical, such as the choice of correlation test and appropriate modelling approaches, 
but others involve details about the way in which citations accrue, such as the need for citation 
windows and the importance of disciplinary differences. This chapter is mainly theoretical but the 
following chapter describes how to calculate many of the indictors with Webometric Analyst.

 Many techniques described below give confidence intervals for indicator values for sets 
of scholarly outputs. These confidence intervals must be interpreted with caution for two reasons. 
First, all data sets are likely to violate the statistical independence assumption needed for the con-
fidence intervals to be fully valid. Second, all web indicator data can be flawed and so if one group 
has statistically significantly higher values on an educational indicator than another then it is far 
from certain that the first has had more educational impact. This is because the higher values may 
be due to the flaws in the indicator data—such as more publicity-related content or a higher online 
profile for one group—rather than genuinely higher educational impact. Thus, the limitations of 
the indicator data and the context of the application (see Chapter 7) should not be forgotten when 
applying statistical techniques.

9.1  BASIC INDICATOR FORMULAE
It is common to process indicator data with a standard mathematical formula in order to produce 
an informative statistic. The use of formulae makes it possible to compare between groups of out-
puts rather than just between individual publications. The following are straightforward methods 
for estimating the average of a set of indicator values. They are only appropriate for sets of outputs 
from the same field and year.

• Arithmetic mean: The simplest way to compare indicator data between two sets of 
outputs is to compare the average score between them. The arithmetic mean is appro-
priate for this except when the data set is highly skewed. Since most indicator data 
is highly skewed, with many low values and few high values, the arithmetic mean is 
rarely a good choice. For raw data {xi} the arithmetic mean formula is: x ̅  =    ∑xi .1

n
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• Median: The median is the middle value (of the average of the two middle values) 
when a set of numbers is ordered from smallest to largest. It is a more reliable measure 
of average for skewed data than is the arithmetic mean but it is not useful if the data 
are typically numbers close to zero because it is not discriminating enough. For exam-
ple, in most academic fields and years, the median citation count would be under 5 so 
there is not much scope to distinguish between the medians of groups of articles. The 
median is useful when the data values tend to be large, such as for usage indicators, but 
is useless when most values are zero, as for many web indicators.

• Geometric mean: This is a formula for the average that is more appropriate than the 
arithmetic mean for skewed data and is more discriminatory than the median when 
the data values tend to be small. Hence it should be the default measure of average 
for indicator data, except in the case of usage data, where the median is equally appro-
priate. Since academic indicator data typically contain many zeros and the standard 
geometric mean cannot be calculated if any of the data values are zero, an offset of 1 
should be used in its calculation. If the raw data is {xi} then the offset geometric mean 
formula is x ̆ = exp( 1n  ∑ln(1+xi)) ‒ 1. This is discussed in more detail in Section 9.5.

9.2  CITATION WINDOWS AND THE INFLUENCE OF TIME ON 
INDICATORS

Citation counts and most web indicators accrue over time, starting at zero before an output has 
been published in any form, and perhaps eventually reaching a final value, after which the output 
is effectively forgotten, obsolete or incorporated within the newer literature. It is not fair to directly 
compare the indicator values of newer outputs with those of older outputs because the older out-
puts have had more time to attract attention. This is a problem if analysing outputs that have been 
published at different points in time.

Scopus and WoS citations to books and articles are relatively slow to accumulate, often taking 
several years to build up a substantial fraction of the eventual citation count. This is because other 
scholars need time after a paper has been published to read it, incorporate it into their own research, 
conduct that research and then get the research published. The publication lifecycle alone can easily 
add a year of delays because of refereeing and also the need for revisions and additional rounds of 
refereeing. In contrast, as soon as an article is published it may be tweeted about. Because Twitter is 
often seen as a real-time medium, articles may attract a substantial fraction of their eventual num-
ber of tweets within a few weeks of publication. In between these two, Mendeley probably mirrors 
citation counts except for the publication delays and so accumulates values about a year earlier than 
for citations. Mendeley also has the additional property that readers may disappear from an article 
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if they delete their Mendeley profile or prune their publication lists as their interests evolve. Thus, 
Mendeley reader counts may decrease a small amount over time. Syllabus mentions probably also 
decrease substantially in the long run as old syllabi are pruned from the web (Figure 9.1). All web 
indicators probably fall somewhere between the extremes shown in Figure 9.1.

Figure 9.1: A graph using artificial data to illustrate possible changes over time in the number of 
tweets, citations, readers and syllabus mentions for an article. Tweets appear the most rapidly, includ-
ing within the first week of publication, whereas citations and syllabus mentions are the slowest to 
accumulate. Syllabus mentions can be expected to eventually disappear and Mendeley readers may de-
cline slightly in the long run as readers leave or prune their Mendeley libraries.

There are two traditional solutions to the problem of time differences for citation counts. The 
first is to use a citation window. With this policy, citations to articles are only counted if they appear 
within a fixed number of years of the publication of the article, such as three years. Thus, for an 
article published in 2013, its citations to 2016 would be counted, whereas for an article published 
in 2012, its articles to 2015 would be counted. This is a reasonable solution but imperfect because 
citation databases change in size over time (normally increasing—see Figure 9.2) and so an article 
published in 2000 could expect fewer Scopus or WoS citations in the three years after publication 
than an article published in 2010. The same has been true for many web indicators as the web and 
social websites have increased in size. A practical problem with this solution for indicators is that 

9.2 CITATION WINDOWS AND THE INFLUENCE OF TIME ON INDICATORS
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it is usually impossible or difficult to separate out the mentions or citations from a particular set of 
years. For example, the Mendeley website and API report the total number of readers of an article 
but not when the article was registered by these readers. Similarly, while all tweets are date stamped 
and so it would be possible to count Twitter citations from any desired date range, some altmetric 
data sources might just report the overall total number of tweet citations and not the individual 
tweets. A better solution is only to compare articles with other articles published in the same year. 
Although this is still unfair on articles published later in the year that have had less time to ac-
cumulate indicator scores, especially when the year is relatively recent, this seems like a practical 
compromise. For very recent articles, if it is possible to time slice by half a year or month, then this 
would help to reduce the effect of time. If it is essential to compare articles from multiple different 
years, then field- and year-normalised indicators can be calculated that calculate separately by year 
but then combine articles from different years in a relatively fair way (see Section 9.6).

 

Figure 9.2: An illustration of the effect of citation database changes over time (artificial data). Older 
articles tend to be more highly cited than more recent articles and this is true from 2005 onwards. There 
was a large database expansion some time between 1995 and 2000, resulting in higher citation counts for 
articles from 2000 than for articles from 1995. There was also a small database expansion in field C be-
tween 2000 and 2005, resulting in a second average citation count increase for articles from 2005.
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9.3  DISCIPLINARY AND TIME DIFFERENCES
Academic disciplines have greatly different goals, cultures and working practices (Becher and 
Trowler, 2001; Hyland, 2004; Whitley, 2000). These differences extend to citation practices in 
terms of what is cited, how often typical outputs are cited and why citations are used. This lack of 
uniformity is likely to apply to all web indicators as well.

Articles from different fields can attract citations and web attention at greatly different rates 
(Figures 9.3, 9.4). The average number of citations per article in some areas of medicine can be many 
times as high as the average number of citations per article in most areas of the arts and humanities, 
for example. It is unfair to directly compare the indicator values of sets of articles with each other 
if they are from different disciplines or contain different mixes of articles from different disciplines.

 

Figure 9.3: This graph of citations per publication over time shows that the average number of cita-
tions per paper can vary greatly even between similar subfields of a major field. In this case, the aver-
age number of citations per paper for older articles in Management Information Systems is an order 
of magnitude larger than for Industrial Relations (Figure 8 of Thelwall and Sud, in press).

 

Figure 9.4: This graph of Mendeley readers per paper over time shows that the average number of 
Mendeley readers per paper can vary greatly even between similar subfields of a major field. In this 
case, within Agricultural and Biological Sciences the average number of readers per paper for older ar-
ticles in Ecology is four times larger than for Soil Science (Figure 13 of Thelwall and Sud, in press).

9.3 DISCIPLINARY AND TIME DIFFERENCES
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The simplest solution to the issue of disciplinary differences is to only compare articles 
against others from the same field. This assumes that it is possible to categorise the articles by field. 
The subject categories of Scopus and WoS can be used for this although they are imperfect and 
within these categories there can be higher and lower citation areas. Using these categories will at 
least reduce the problem of citation differences. If it is essential to compare articles from multiple 
disciplines with each other, then a field- and year-normalised indicator can be used that calculates 
separately by field first and then combines the fields in an unbiased way (see Section 9.6). This 
solution is difficult to apply to other types of research outputs, including books and non-standard 
outputs, because these are often not found within any suitable academic field-based classification 
scheme. Thus, for these types of resource the only current practical solution is to use an ad-hoc 
classification—and even a very broad one will help—or to proceed without field classification but 
report caveats about the unreliability of the results.

9.4  CORRELATION TESTS
As discussed in Section 2.1.2, correlation tests are important methods for evaluating new web in-
dicators. Citation data and most types of alternative indicator data are highly skewed (Figures 9.5 
and 9.6). They have many low values—zero is often the most common number—and a few high 
values. Because of this, the Pearson correlation test cannot be used to compare them with each other 
or with other data sources for evaluations (see Section 2.1.2). The Pearson correlation coefficient 
is inappropriate because the statistical probabilities associated with the test assume that the two 
correlated samples are drawn from normally distributed populations. The simplest way around this 
problem is to use the Spearman correlation instead. This assesses only the rank orders when calcu-
lating correlations and so it does not matter if the data is skewed.
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Figure 9.5: The skewed distribution of Scopus citations for orthodontics articles from 2009. There are 
many low values and a small number of very high values. A normal distribution curve is superimposed.

 

Figure 9.6: The skewed distribution of Mendeley readers for Orthodontics articles from 2009. There 
are many low values and a small number of high values. A normal distribution curve is superimposed.

9.4 CORRELATION TESTS
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9.5  THE GEOMETRIC MEAN
The arithmetic mean is usually unreliable for indicators due to the highly skewed nature of cita-
tion counts and most alternative indicators. This is because the results can be greatly influenced by 
individual high values. The standard approach to remove skewness is to use a logarithmic trans-
formation with an offset of 1. The offset is needed because the natural logarithm of 0 is undefined. 
Adding 1 ensures that there are no zeros in the data. In other words, each citation count is replaced 
by ln(1 + c). The arithmetic mean of the transformed data can then be taken and this will be less af-
fected by outliers in the raw data because the logarithm brings high numbers much closer together. 
After calculating the arithmetic mean of the log-transformed data, the answer can be transformed 
with the reverse of the original transformation in order to return the mean to the original scale. This 
reverse transformation is to apply the exponential function and then subtract 1. So if the arithmetic 
mean of the log-transformed data is M then the reverse transformation gives exp(M) ‒ 1. The final 
result is known as the geometric mean (see Figure 9.7 for an example). This has been applied to 
Mendeley readers as well as citations (Fairclough and Thelwall, 2015).

 

Figure 9.7: Geometric mean and arithmetic mean calculations in Microsoft Excel, showing the formu-
lae used for all geometric mean calculations. The arithmetic mean is not a good measure of the average 
here because it is too influenced by the single very large value.

If the ln(1+c) transformation generates data that is approximately normal, then standard 
normal distribution formulae (using the t-distribution) can be used to calculate 95% confidence in-
tervals for the geometric mean, which can be useful. These confidence intervals should be calculated 
before making the final exp(M) ‒ 1 transformation and then transformed with the same formula. It 
would be reasonable to assume that the log transformed data is approximately normally distributed 
in most cases because several studies have shown citation (Thelwall, 2016c) and some alternative 
indicator data (Thelwall and Wilson, 2016) to follow the lognormal distribution quite closely, and 
a log transformation of this generates the normal distribution.

The geometric mean should only be calculated for collections of outputs from a single field 
and year, if possible. When this is not possible, a caveat about field and year differences should 
accompany the results. If data is available for multiple fields and/or years, then the geometric mean 
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can be calculated separately for each one. Field- and year-normalised indicators (discussed below) 
can be used instead if a single number is needed for a set of articles from multiple fields or years. 
For a set of n articles with citation or alternative indicator values c1,c2,…cn the geometric mean is 
exp(                                            )‒1.

9.6  MNLCS: FIELD- AND YEAR-NORMALISED INDICATORS
Sometimes a single indicator is needed for a set of outputs from multiple fields and/or years. For 
example, the purpose of an investigation might be to compare UK-authored research to the world 
average. Although it would be possible to compare the average separately for each field and year, 
this would generate too many numbers to easily understand and so a common solution is to com-
bine all the numbers through the use of a field-normalised indicator, reporting a separate one for 
each year. In this way, the comparison is fair, and trends over time can be seen (e.g., Elsevier, 2013). 
This method can also be used for multiple years in order to give a single number for all fields and 
years combined.

Essentially, the approach for field-normalised indicators that use a measure of average cita-
tion counts (or other indicator scores) is to calculate the world average (geometric mean or arith-
metic mean) separately for each field and year and then divide the raw citation counts (or indicator 
scores) by the world average for their field and year. These normalised indicator values then have a 
world average of 1 (at least if the arithmetic mean is used—the average is close to 1 if the geometric 
mean is used). If the average of these normalised values for a subgroup is above 1 then its publi-
cations tend to be above the world average and if it is below 1 then it is below the world average. 
There are three main variations of this that are relatively straightforward to calculate with indicator 
data. More complex variants that may give more fine-grained field normalisation (e.g., Bornmann 
and Haunschild, 2016) are not covered here.

• Mean-normalised Citation Score (MNCS): For each field and year, the data is di-
vided by the arithmetic mean of all the world’s articles from that field and year (Walt-
man et al., 2011). The arithmetic mean of the normalised values for each field and 
year is then taken. This is not ideal for highly skewed data sets because of the use of 
the arithmetic mean. For a set of n articles with citation or alternative indicator values 
c1,c2,…cn and with ai being the arithmetic mean of the world’s papers from the same 
field and year as ci the MNCS is (c1/a1 + c2/a2 + …cn/an)/n.

• Geometric Mean-normalised Citation Score (gMNCS): For each field and year, the 
data is divided by the geometric mean of all the world’s articles from that field and 
year (Thelwall and Sud, 2016). The geometric mean of the normalised values for each 
field and year is then taken. This is suitable for highly skewed data sets but has the 

ln(1 + c1) + ln(1 + c2) + ... ln(1 + cn)
n

9.6 MNLCS: FIELD AND YEAR NORMALISED INDICATORS
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disadvantage that the overall world gMNCS can be slightly different from 1 due to 
the way in which the geometric mean is calculated. For a set of n articles with citation 
or alternative indicator values c1,c2,…cn and with gi being the geometric mean of the 
world’s papers from the same field and year as c1 the gMNCS is exp((ln(1 + c1/gi) + 
ln(1+c2/g2) + ln(1 + cn/gn))/n) ‒ 1.

• Mean Normalised Log-transformed Citation Score (MNLCS): This is the same as 
the MNCS except that before any calculations start, the data are normalised by adding 
1 and then taking their natural logarithm (Thelwall, submitted). This transformation 
greatly reduces or eliminates the skewness of the data and makes this method appro-
priate for skewed indicator data. This is preferable to the gMNCS for ease of inter-
pretation because the world MNLCS score is always exactly 1. For a set of n articles 
with citation or alternative indicator values c1,c2,…cn and with li being the arithmetic 
mean of the ln(1 + c) log transformed world’s papers from the same field and year as 
ci, the MNLCS is (ln(1 + c1)/l1 + ln(1 + c2)/l2 + … ln(1 + cn)/ln)/n.

Confidence limits can be calculated for MNLCS values using Fieller’s (1954) method, which 
is implemented in Webometric Analyst.

Table 9.1 Illustrates the calculations necessary for the above indicators to be applied to the 
Tweets to a set of five articles from two different fields and years. The “world” means have been 
calculated separately from a complete collection of articles in each field. The three indicator values 
are in the bottom row of the table.

• For the MNCS, the Tweets column in Table 9.1 is divided by the world arithmetic 
mean column to give the MNCS value column. The arithmetic mean of the MNCS 
value column is then the final MNCS.

• For the gMNCS, the Tweets column is divided by the world geometric mean column 
to give the gMNCS value column. The geometric mean of the gMNCS value column 
is then the final gMNCS.

• For the MNLCS, the Tweets column is used to calculate the ln(1+ Tweets) column. 
This is then divided by the world mean of ln(1+ Tweets) column to give the MNLCS 
value column. The arithmetic mean of the MNLCS value column is then the final 
MNLCS.
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Table 9.1: Calculations for the MNCS (1.9), gMNCS (2.207) and MNLCS (1.876) for a set of 5 
articles. The bottom row contains the arithmetic mean for the MNCS and MNLCS but the geo-
metric mean for the gMNCS.
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1 10 2.398 A 2015 5 4 1 2 2.5 2.398
2 30 3.434 A 2015 5 4 1 6 7.5 3.434
3 5 1.792 B 2015 4 3 0.7 1.25 1.667 2.560
4 1 0.693 B 2015 4 3 0.7 0.25 0.333 0.990
5 0 0 B 2016 2 1 0.5 0 0 0

Mean 1.9 2.207 1.876

The formulae above assume that each article fits within a single subject category. If an article 
is assigned to multiple subject categories then its contribution to the formula for each individual 
subject category should be multiplied by 1/n where n is the number of subject categories that the 
article is assigned to (following: Waltman et al., 2011). Thus, the article is essentially shared equally 
between the subject categories. This balances out the difference between the citation rates of the 
categories in which the article is placed.

An alternative method to create an indicator that is not influenced by the skewness of the 
dataset is to calculate the percentage of articles within the top X% (see Section 9.7). This has the 
advantage of being more transparent than the mean but the disadvantages of producing multiple 
indicators and being less precise (Thelwall, 2016b).

In order to calculate field-normalised indicators, a complete set of indicator values is needed 
for all the world’s publications in each field and year for which there is an article in the data set 
to be evaluated. In practice, all publications from relevant Scopus or WoS categories are usually 
used instead. In situations when indicator data is slow or expensive to collect, an alternative is to 
take a random sample of, say, 500 of the world’s publications for each field and year in order to cut 
down the total amount of indicator data to be collected. As long as the sample is random and large 
enough, then this should not affect the results much.

9.7  PROPORTION OF NON-ZERO VALUES
For data which is essentially binary in the sense that all or almost all values are either 0 or 1, the 
most relevant statistic for a set of papers is the proportion that have non-zero values. This also needs 

9.7 PROPORTION OF NON-ZERO VALUES
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to be used for web indicators when nearly all publications have a zero value and confidence limits 
are needed because these tend to be very wide or undefined for the MNLCS. To illustrate this, sup-
pose that the publications of two departments are being compared using a patent citation indicator.

• Department A has published 100 papers and 10 of them have received one patent cita-
tion, so 10% of Department A’s papers have received patent citations and Department 
A’s papers have received an average of 0.1 patent citations each.

• Department B has published 200 papers with 14 receiving 1 patent citation and 1 
receiving 2 patent citations, so 7.5% of Department B’s papers have received patent 
citations and Department B’s papers have received an average of 0.08 patent citations 
each.

On the basis of the above, Department A has a higher proportion of papers with patent ci-
tations and a higher average number of patent citations per paper. But it is useful to judge whether 
differences like this are statistically significant. Department A’s data is binary and Department B’s 
data is nearly binary but both are, in theory, drawn from highly skewed distributions (e.g., discrete 
lognormal) and so the geometric mean is more appropriate than the arithmetic mean and confi-
dence intervals can be calculated for this. 

 Considering the proportion of non-zero indicator values, it is possible to use a difference 
between proportions test, chi-squared test or confidence interval to assess differences between the 
proportions for the two departments. This is of interest as an intrinsically valid property of a set of 
articles and also on the basis that individual indicator scores that are higher than 1 may be due to 
copying. In the case of patent citations, sometimes there are many patents with almost identical 
text, including citations, but with minor changes in the invention. This copying can produce high 
patent citation counts for articles in the reference lists. Alternatively, if there is just one high value 
then this may be a fluke that is unlikely to be replicated often and so it should not be given a high 
influence on any calculation. The two different approaches (geometric mean and difference between 
proportions) seem to give very similar results in practice if the data is mainly binary and so there is 
no statistical power reason for preferring one over the other.

Wilson’s score interval (Wilson, 1927) can be used to calculate confidence intervals for the 
proportion of non-zero indicator values. For a 95% confidence interval, this gives the following, 
where p ̂ is the proportion of articles with a non-zero value (i.e., the sample proportion) and n is the 
number of articles (i.e., the sample size):
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9.7.1 FIELD- AND YEAR-EQUALISED PROPORTIONS
If a data set consists of multiple fields and/or years, then it would be wrong to simply combine all 
of these together into a single group for a difference in proportions test if the sample sizes differ 
between fields and/or years. If the proportions differ between fields and years, then this gives an ad-
vantage to entities (e.g., departments, countries, research funders) that have published many articles 
in fields and years with high proportions of non-zero values. In the case of patents, for example, sets 
of articles with a high percentage of older articles or biochemical engineering articles would have 
an unfair advantage if all articles were pooled together before calculating the overall proportion of 
non-zero values.

A solution to the problem of varying percentages is to artificially inflate or deflate the sample 
sizes to the overall average sample size to ensure that each field and/or year is equally represented. 
Changing the sample sizes to be equal for each field/year set ensures that no field/year has more 
influence than any other so that a group has no advantage from publishing more articles in a field/
year with higher world average data values. Setting the sample sizes to be equal to the average also 
ensures that when the new artificial samples are pooled then the overall sample size is correct so 
that statistical analyses of the resulting artificial pooled sample should be approximately correct. If 
a sample size is zero in any field/year set, then it should be removed from the calculation because 
bias correction would not be possible for it. 

In the example below (Table 9.2), Group A is to be compared against Group B and the 
world average using data from three fields. If no bias correction is used then Group A would have 
an unfair overall advantage because it published more articles (500) than did Group B (400) in 
Field 2, which has the highest world proportion of non-zero indicator values (0.06). If the raw data 
is replaced with the adjusted data (i.e., the adjusted rows in the table) then each field is equally 
represented for both groups and so the comparison of the pooled samples would be unbiased. From 
these figures, it can be seen that the tendency is for more of B’s articles (0.2222) to have non-zero 
scores in comparison to A’s articles (0.2167). A statistical test or confidence intervals could be used 
to assess the statistical significance of the difference. 

Table 9.2: Calculations to adjust sample sizes to ensure unbiased comparisons of overall propor-
tions of articles with non-zero indicator values between data sets. The adjusted data sets have 
equal sample sizes that are the mean of the sample sizes for the individual fields.
Data set Statistic Field 1 Field 2 Field 3 Mean Pooled Comment
World Total articles 10000 5000 6000 7000 21000 Biased
World Non zero 400 300 800 1500 Biased
World Proportion 0.04 0.06 0.1333 0.0714 Biased
Adj. world Total articles 7000 7000 7000 21000 Unbiased
Adj. world Non zero 280 420 933.3 1633.3 Unbiased

9.7 PROPORTION OF NON-ZERO VALUES
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Data set Statistic Field 1 Field 2 Field 3 Mean Pooled Comment
Adj. world Proportion 0.04 0.06 0.1333 0.0778 Unbiased
Group A Total articles 500 500 200 400 1200 Biased
Group A Non zero 100 100 50 250 Biased
Group A Proportion 0.2 0.2 0.25 0.2083 Biased
Adjusted A Total articles 400 400 400 1200 Unbiased
Adjusted A Non zero 80 80 100 260 Unbiased
Adjusted A Proportion 0.2 0.2 0.25 0.2167 Unbiased
Group B Total articles 900 400 200 500 1500 Biased
Group B Non zero 150 100 50 300 Biased
Group B Proportion 0.1667 0.25 0.25 0.2000 Biased
Adjusted B Total articles 500 500 500 1500 Unbiased
Adjusted B Non zero 83.3 125 125 333.3 Unbiased
Adjusted B Proportion 0.1667 0.25 0.25 0.2222 Unbiased

9.8  NPC: NORMALISED PROPORTION CITED
The equalised proportion cited can be normalised by dividing it by the world average equalised 
proportion cited for the same fields. In mathematical notation, the world-normalised proportion 
cited (NPC) for each group g compared to the world w is the ratio of the field- and year-equalised 
sample proportions (Thelwall, submitted).

NPC = p ̂ g/p  ̂ w
Now p ̂ g/p  ̂ w>1 implies that g has a greater proportion of cited articles than the world average 

for the fields that it publishes in. This mirrors the situation for the MNLCS. The ratio of two pro-
portions is a risk ratio, and there are standard techniques for calculating lower NPC_L and upper 
NPC_U confidence limits for such ratios (Bailey, 1987). If a data set has a high proportion of zeros 
then these limits are likely to be narrower than the MNLCS limits (Thelwall, submitted), and so 
NPC is preferred in this case.

Here, ng and nw are the combined group and world sample sizes, respectively, so that  p ̂ g ng 
and  p ̂ w nw in the formula are the numbers of group and world articles cited. A continuity correc-
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tion (adding 0.5 to the number of cited articles for both the group and the world classes for the 
confidence interval width calculations) should be included in case the number of uncited articles 
is very small. The confidence limits are unreliable if some field/year combinations have much fewer 
articles than others, so if this is the case then the small field/year combinations should be removed 
first. These calculations are available through the Webometric Analyst Reports menu.

9.9  REGRESSION ANALYSES
Statistical regression techniques can be useful to give evidence of the factors that influence an indi-
cator. For example, a regression analysis might reveal that articles by authors from some countries 
tend to generate higher indicator values than authors from other countries. The simplest regression 
technique is ordinary least squares regression. This is inappropriate, however, because it requires that 
the residuals are approximately normally distributed whereas most indicator data sets are highly 
skewed.

A solution to the skewed data problem is to use a logarithmic transformation to reduce or 
eliminate the amount of skewness. For citation counts, the transformation ln(1 + c) is effective at 
this. In other words, add 1 to all citation counts and then take the natural log of the result. After 
this the data is likely to be close enough to being normally distributed for ordinary least squares 
linear regression to work (Thelwall, 2016a). This solution is also recommended for web indicators 
because they can have the same problem of highly skewed data.

9.10  COMPARING RECENTLY PUBLISHED ARTICLES: THE 
SIGN TEST

Correlations between alternative indicators and citation counts can be misleading even for articles 
from a single field and year. The reason is that the use of the social web is rapidly increasing and 
so recent articles may have more mentions on the social web (and particularly on microblogs), 
on average, than older articles whereas older articles are likely to have more citations than newer 
ones, and so there is a bias towards negative correlations between social web indicators and citation 
counts. The standard method to minimise time biases in scientometrics is to use a short citation 
window (e.g., one year) for a significant period in the past (e.g., at least 3‒5 years ago) to minimise 
the effect of the time differences. The use of such a citation window is a disadvantage for social web 
indicators because of the possible changes in average values during a single year. In response to this 
issue, a new test has been developed, the sign test (Thelwall et al., 2013a).

 The sign test is a simple method to avoid biases caused by time differences. Suppose that 
three articles are published consecutively and that after a period of time they have attracted c1, c2 
and c3 citations and s1, s2 and s3 scores on a particular web indicator. The sign test assesses whether 
a prediction of the difference in citations for the middle article compared to the others would be 

9.10 COMPARING RECENTLY PUBLISHED ARTICLES: THE SIGN TEXT
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successful, based upon any difference in altmetric score for the middle article compared to the alt-
metric scores of the others. The test has three possible outcomes.

• Success: s2 > (s1 + s3)/2 and c2 > (c1 + c3)/2

• Success: s2 < (s1 + s3)/2 and c2 < (c1 + c3)/2 

• Fail: s2 > (s1 + s3)/2 and c2 < (c1 + c3)/2

• Fail: : s2 < (s1 + s3)/2 and c2 > (c1 + c3)/2

• Null: All other cases.

In other words, s2 must be different from the average of s1 and s3 to get a result other than 
null. If s2 is larger than the average of s1 and s3, then the alternative indicator predicts that the ci-
tations, c2 for the middle article should also be larger than the average citations for the other two 
articles, (c1+c3)/2. If this is true, the test is a success. If it is false then the test is a fail, unless the 
scores are equal, in which case the result is null. The logic reverses if s2 is smaller than the average of 
s1 and s3. The sign test is to compare the number of successes with the number of failures for this test 
over a large number of articles. If the number of successes is significantly higher than the number 
of failures, then this gives evidence that if time were eliminated then citation counts and altmetric 
scores would correlate. The limitations of the sign test include all the limitations of the correlation 
test except for time bias and include an extra limitation that the size of the sign test proportion is 
not a reliable indicator of the strength of any underlying relationship. Hence, in statistical terms 
the sign test cannot be used for evidence of the effect size (in terms of the correlation magnitude) 
of the prediction.

The sign test can, in theory, be modified to make predictions based upon additional adjacent 
articles in the following logical way, where n > 1 can be any whole number. Using a larger n makes 
the test more stable due to the greater degree of averaging, but reduces the total number of articles 
that can be tested.

• Success: si > (∑      sj )/2n and ci > (∑      cj )/2n

• Success: si  < (∑      sj )/2n and ci < (∑      cj )/2n

• Fail: si > (∑      sj )/2n and ci< (∑      cj )/2n

• Fail: si  < (∑      sj )/2n and ci> (∑      cj )/2n

• Null: All other cases.
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9.11  SUMMARY
The indicator formulae introduced in this chapter are designed to give powerful and fair tech-
niques to compare or evaluate the impact of collections of documents with any of the web indica-
tors, or with citation counts. The most important decision to make is whether to use MNLCS or 
NPC, with the latter being preferred for web indicators when most of the raw data values are 0. 
Thus, comparing the proportion of outputs with a non-zero score can be useful even if the aver-
age scores for the sets of outputs compared are low. The formulae include confidence intervals so 
that the statistical significance of the difference between two values can be assessed. The formulae 
and confidence intervals are all built into Webometric Analyst in order to simplify the process of 
calculating them.
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CHAPTER 10

Calculating Indicators with 
Webometric Analyst

This chapter describes the functions available in Webometric Analyst to calculate field- and/or 
year-normalised indicators from a web indicator data set. These allow fair comparisons between sets 
of outputs. Field- and year-normalised indicators are a basic requirement for research evaluations, 
as argued above (Section 9.3), and are routinely used for citation counts.

It was difficult in the past to calculate field normalised-values for books because they had 
not been systematically categorised into fields. Today, both the Web of Science Book Citation 
Index and Scopus include tens of thousands of books categorised by subject, and so this problem 
has reduced. Nevertheless, the proportion of the world’s recent academic books that have been 
categorised by these two sources is probably very small (e.g., Torres-Salinas et al., 2014) and so any 
evaluation of a set of books is likely to find that the majority need to be manually categorised first. 
In addition, the coverage of these databases seems to be quite selective, but in different ways, and 
so it is not clear how informative any field-normalised book figure would be based upon samples 
from them.

10.1 INDICATORS FROM BING SEARCH DATA
A set of standard indicators (e.g., arithmetic mean, geometric mean, field-normalised indicators) 
can be calculated by Webometric Analyst from the results of its Bing searches for web indicators 
(e.g., syllabus citations, Wikipedia mentions). There are two procedures, one for just calculating 
the indicators and one for comparing the indicators for a subset of documents against the corre-
sponding indicators from an entire field using field normalisation. The latter procedure is designed 
for evaluations in which the average impact of a set of documents (e.g., from a research group, or 
funded by a particular organisation) is compared against the world average.

10.1.1 SEPARATE INDICATORS FOR EACH SET OF BING SEARCH 
RESULTS

If indicators are needed from Bing search results, then the original search files must be separated 
out by field and year so that each set of articles or books from the same field and year is in a 
different file. This is important because it does not make sense to calculate indicators from collec-
tions of articles that mix fields and years (see Section 9.3). Putting articles or books into separate 
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files by field and year in this way is necessary to flag to Webometric Analyst that they need to be 
processed separately.

To calculate a set of indicators for saved Bing searches, from the Reports menu, select the 
Calculate MNLCS and gMNCS for a set of web searches (one or more files, each processed separately) 
menu option. It will calculate a range of indicators for each file, saving the results to a new plain 
text file, such as the one in Figure 10.1. This contains the arithmetic and geometric mean as well as 
the arithmetic mean of the log-normalised data. A 95% confidence interval is also given for some 
of the indicators.

As can be seen from Figure 10.1, a separate value is calculated for URLs, domains, sites, 
STLDs and TLDs (see Section 8.5.1 for an explanation of terms). Although all five values are 
provided for completeness, only one should be used in any evaluation. Normally, the unique do-
mains value is the best option. This counts the number of different web domains that match the 
Bing query and avoids the problem that a citation may occur multiple times in a single domain due 
to copying, artificially inflating the URL count. For Wikipedia citations, the URL count may be 
preferred because Wikipedia does not seem to have extensive copying of citations, although there 
is some copying between different language versions (Kousha and Thelwall, in press-c).

Figure 10.1: An extract from a report summarising a range of indicators for the file General Nursing 
2010_search_ppt of Bing search results for PowerPoint searches to General Nursing articles from 2010.
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10.1.2 FIELD-NORMALISED INDICATORS TO COMPARE SUBGROUPS TO 
THE WORLD AVERAGE

It is sometimes useful to compare a subgroup of articles to a larger group or the world average. This 
subgroup could be the set of all articles created by a single research group or funded by the same 
organisation. This is a bit tricky to set up in Webometric Analyst because each collection of articles 
from a subgroup or the main group and from each field and year must be saved in a separate file, and 
the files must be named following a specific set of rules. The rules are necessary to help Webometric 
Analyst to detect the different groups of articles.

For each field and year there is a main “world” file that contains the reference set of arti-
cles—normally either a complete collection of all articles from the field and year indexed by Scopus 
or WoS, or a random sample from this collection. For each field and year there is also one or more 
additional files for the different groups of articles (e.g., those from a specific research group). Here 
are the rules for these files and Figure 10.2 gives an example.

• Each field and year must have a “whole world” query file containing the reference set. 
Its file name for this must end in -world.txt or a standard derivative ending created 
by Webometric Analyst when used to generate sets of queries. All of the following are 
valid file name endings:

 º -world.txt, -world_ppt.txt, -world_syll.txt, -world_blog.txt, -world_pat.txt, 
-world_wiki.txt, -world_web.txt or -world_grey.txt

• Each field and year must have one or more files containing queries for the selected groups. 
The query file names must start the same as the whole world file but replace -world.txt (or 
-world_ppt.txt, etc.) with -NAME.txt, where NAME can be any identifier.

 

Figure 10.2: A set of query files following the standardised group naming convention and ready to input into 
Webometric Analyst. Four files end in -world.txt and each one includes a complete list of Scopus articles 
from a single field and year. For each of these four files there is a corresponding file with -world.txt replaced 
by -GroupA.txt. This is a set of files from a specific group that forms a subset of each of the four world files. 

10.1 INDICATORS FROM BING SEARCH DATA
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If random samples are used rather than complete world files in order to reduce the numbers 
of queries to be selected, then the Webometric Analyst option Replace Search File(s) with a random 
sample up to a maximum number can be used from the Make Searches menu for this.

Each of the query files must then be submitted separately to Bing in Webometric Analyst. 
For each file, start Webometric Analyst, select the Web Impact Report option from the start-up 
wizard, select the file and wait for it to finish. Keep all the files together in the original folder (Fig-
ure 10.3). After this, check the results for false matches. If you find any, delete the rows for them 
from their long results file.

Figure 10.3: A folder containing the original query files from the previous figure, the extra files gener-
ated by Bing searches, and the report Report.txt and a summary of the raw data, AllData.txt. 

Once Webometric Analyst has submitted all queries in all of the files to the Bing API, the 
field- and year-normalised indicators can be calculated. To do this, from the Report menu, select 
the Calculate MNLCS, gMNCS and NPC for a set of web searches (multiple files with structured names) 
menu option and then select the folder containing the above results. It will save a set of indicators 
into a new file (Figure 10.4). The arithmetic mean of the world-normalised, log-transformed data is 
recommended as the most robust indicator. Values above 1 indicate scores above the world average. 
As argued above, the domain counting option is normally preferable. 
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Figure 10.4: An extract from Report.txt containing the field-normalised Wikipedia citation indicators 
calculated for GroupA for Agriculture in 2013. The bottom set is the optimal field- and year-normal-
ized MNLCS calculation, and the domain counting method is usually preferred to avoid duplicate 
pages in the results. In the above case all matching URLs for each query come from the same site 
(wikipedia.org) and so the results are identical for sites, STLDs and TLDs.

The above results are available in report.txt for each individual field and year combination. 
Below them in Report.txt is a table that combines all field/year sets in order to give the main overall 
results, preceded by a brief description (Figure 10.5). Here, for URL counting, GroupA’s MNLCS 
log-transformed citations are, on average, 1.462 times bigger than the world average, but the dif-
ference is not statistically significant because the world average (1) is inside the 95% confidence 
interval of (0.881,2.163).

10.1 INDICATORS FROM BING SEARCH DATA
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Figure 10.5: An extract from Report.txt containing the field-normalised Wikipedia citation indicators 
calculated for GroupA. Although there are four different GroupA files, each for a different field and 
year, this report contains combined results for all of them. Webometric Analyst can do this because it 
has recognised from the filenames that all of the GroupA files are associated with the same group. It 
has also field- and year-normalised each group separately.

The NPC information for the combined set of fields/years is further down the report (Figure 
10.6). In this case 2.33% of GroupA’s articles were cited in comparison to a world average of 1.67%. 
The difference is not statistically significant because the world average is inside the GroupA 95% 
confidence interval. GroupA’s articles have non-zero citations at a NPC ratio of 1.3944 times the 
world average, although again the world average (1) is inside the GroupA confidence interval of 
(0.9439,2.0598), so the difference is not statistically significant.

Figure 10.6: An extract from Report.txt containing the field-normalised Wikipedia proportion cited 
and NPC indicators calculated for GroupA. Although there are four different GroupA files, each for a 
different field and year, this report contains combined results for all of them.

10.2 INDICATORS FROM MENDELEY READER DATA
To calculate a set of field-normalised and other indicators for Mendeley data, the procedure, op-
tions and output are the same as for web data except that the document information files are needed 
rather than Bing query files, and Mendeley results files are needed rather than Bing API results. 
Here are the procedures, mainly echoing the instructions above.
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10.2.1 SEPARATE INDICATORS FOR EACH SET OF MENDELEY READERS
The Mendeley reader files must be split by field and year so that each set of articles or books from 
the same field and year is in a different file. This is important to avoid calculating indicators from 
collections of articles that mix fields and years. For this only the Mendeley search results files end-
ing in _total85.txt should be used because these contain the main information.

To calculate a set of indicators for Mendeley readers, from the Reports menu, select the 
Calculate MNLCS and gMNCS for a set of Mendeley API results files (one or more files, each processed 
separately) menu option. It will calculate a range of indicators, such as the arithmetic mean, the geo-
metric mean and the arithmetic mean of the log-normalised values for each file separately, saving 
the results to a plain text file.

10.2.2 FIELD-NORMALISED INDICATORS TO COMPARE SUBGROUPS TO 
THE WORLD AVERAGE

If a subgroup of documents needs to be compared to a larger group, such as all documents produced 
by a department against the world average, then the group’s documents and world documents 
must be saved into different files. A standard naming convention is necessary to help Webometric 
Analyst to detect the different groups of documents. For each field and year there must be a main 
“world” file that contains the reference set of documents—normally a complete collection of all 
documents from the field and year indexed by Scopus or WoS. For each field and year there are 
also one or more additional files for the different groups of documents (e.g., those from a specific 
research group). Here are the rules for these files. Figure 10.7 gives an example.

• Each set of documents must be in a separate plain text file of publication metadata 
(see Section 8.2 and 8.3).

• Each field and year must have a whole world file containing the reference set. The file 
name for this must end in -world.txt.

• Each field and year must have one or more files containing publication information 
for selected groups. These file names must start the same as the whole world file but 
replace -world.txt with -NAME.txt, where NAME can be any identifier.

 

10.2 INDICATORS FROM MENDELEY READER DATA
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Figure 10.7: A set of publication information files following the standardised group naming conven-
tion to split by field (BIOC, IMMU, MEDI), year (2013‒2016) and group (MRC, NIH, Wellcome) 
so that these three groups can be compared to the world average. The files are ready to input into We-
bometric Analyst to calculate Mendeley readers.

After collecting Mendeley readership information from these files with Webometric Analyst, 
the files created should automatically be given appropriate names, as shown in Figure 10.8 and 
described below.

• Each set of articles will have a separate Mendeley results file ending in _total85.txt, as 
well as other associated files.

• Each field and year will have a whole world file containing the reference set and end-
ing in world_pubsFound_total85.txt.

• Each field and year will have one or more files containing results for selected groups. 
Their file names for the above must start the same as the whole world file but replace - 
world_pubsFound_total85.txt with - NAME_pubsFound_total85.txt, where NAME 
can be any identifier.
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Figure 10.8: A set of Mendeley results files generated using Webometric Analyst applied to the 
set of Scopus files in the figure above. Webometric Analyst will ignore the files ending in .log and 
_pubsFound.txt when generating the report.

To calculate a range of indicators, from the Webometric Analyst Report menu, select the 
Calculate MNLCS and gMNCS for a set of Mendeley API results files (multiple files with structured 
names) menu option and then select the folder containing the above files. It will save a set of indi-
cators into a report file (see Figures 10.9, 10.10).

10.2 INDICATORS FROM MENDELEY READER DATA
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Figure 10.9: An extract from Report.txt containing the field-normalised Mendeley reader indicators 
calculated for MRC, NIH and Wellcome for Biochemistry in 2013.
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Figure 10.10: An extract from Report.txt containing the field-normalised Mendeley reader indicators 
calculated for MRC, NIH and Wellcome overall for all years and fields. MNLCS values and confi-
dence intervals are in the upper table, and NPC values and confidence intervals are in the lower table.

10.3 INDICATORS FROM OTHER DATA SOURCES 
To calculate a set of field-normalised and other indicators for Google Books, WorldCat library 
holdings or even Scopus/WoS citation data, the procedure, options and output are the same as for 
Mendeley except that unused files will not be ignored and must be removed from the folder before 
processing. Here are the procedures, mainly echoing the instructions above.

10.3.1 SEPARATE INDICATORS FOR EACH FILE OF INDICATOR SCORES
The raw data must be saved in tab-delimited plain text files, with one column containing the figures 
to be analysed. The files must be split by field and year so that each set of articles or books from 
the same field and year is in a different file. This is important to avoid calculating indicators from 
collections that mix fields and years.

To calculate a set of indicators from these raw scores, from the Reports menu, select the Cal-
culate MNLCS and gMNCS for a set of any tab-delimited files (one or more files, each processed separately) 
menu option. It will calculate a range of indicators for each file separately, summarising the results 
in a plain text file, such as the one in Figure 10.1.

10.3.2 FIELD-NORMALISED INDICATORS TO COMPARE SUBGROUPS TO 
THE WORLD AVERAGE

If a subgroup of articles needs to be compared to a larger group, such as all articles produced by a 
department against the world average, then the group’s documents and world documents must be 
saved in different files. For each field and year there must a main “world” file that contains the ref-

10.3 INDICATORS FROM OTHER DATA SOURCES
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erence set of documents—normally a complete collection of all documents from the field and year 
indexed by Scopus or WoS or a random sample. For each field and year there must also be one or 
more additional files for the different groups of articles (e.g., those from a specific research group). 
Here are the rules for these files.

• Each set must be in a separate file stored within a common folder.

• Each field and year must have a whole world file containing the reference set, and with 
a file name ending in -world.txt.

• Each field and year must have one or more files containing the data for selected 
groups. Their file names must start the same as the whole world file but replace -world.
txt with -NAME.txt, where NAME can be any identifier.

• All files not following the above rules must be removed from the folder before pro-
cessing.

To calculate a range of indicators, from the Webometric Analyst Report menu, select the 
Calculate MNLCS and gMNCS for a set of any tab-delimited files (multiple files with structured names) 
menu option and then select the folder containing the above files. The indicators will be saved into 
a new file (Figures 10.11, 10.12).
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Figure 10.11: An extract from Report.txt containing the field-normalised Scopus citation indicators 
calculated for MRC, NIH and Wellcome for Biochemistry in 2013. 

10.3 INDICATORS FROM OTHER DATA SOURCES
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Figure 10.12: An extract from Report.txt containing the field-normalised Scopus citation indicators 
calculated for MRC, NIH and Wellcome overall for all years and fields. MNLCS values and confi-
dence intervals are in the upper table and NPC values and confidence intervals are in the lower table.

10.4 SUMMARY
Webometric Analyst contains a range of functions designed to simplify the task of calculating in-
dicator formulae and confidence intervals for web indicator data. The main two are MNLCS and 
NPC, although Webometric Analyst can also calculate the proportion cited and geometric mean 
for collections of outputs from a single field and year. Thus, Webometric Analyst can be used to 
download and process web indicators with the formulae necessary for evaluations of large collec-
tions of documents, simplifying and speeding up the whole process.
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CHAPTER 11

Conclusions
This book has attempted to lower the threshold to the use of web indicators by putting together 
in one place the theory, practice and software necessary for appropriately selecting, collecting, an-
alysing and interpreting them. A wide range of web indicators have been proposed to supplement 
or replace citation counts to support different types of research evaluation. Most indicators derived 
from the social web offer much earlier evidence of impact, or at least attention, than citations, and 
are useful for publishers’ websites and to help literature searchers. Mendeley reader counts offer 
relatively early impact evidence and a strong connection to scholarly impact and so are particularly 
helpful for research evaluations when timeliness is important. Web indicators that offer evidence 
of educational, informational, commercial, organisational or book-based impact (Table 11.1) are 
useful for applications when these types of impacts are important, or when evidence is sought of 
all types of impacts. Many web indicators have low coverage, but these can be useful for high-
lighting individual high impact outputs and to compare large sets of outputs with the aid of the 
NPC calculation.

Web indicators are particularly useful for evaluations that need to assess the societal impacts 
of scholarly work. Such evaluations should not be conducted when there is a possibility of deliberate 
manipulation of the data and so this rules out typical large-scale research assessment exercises that 
give advance warning of methods. The possibility of manipulation is not a problem for surprise 
evaluations when the choice of indicators is not known in advance, as well as for self-evaluations.

Web indicators can be used to support specific impact claims by scholars, particularly if their 
work has non-academic impacts or if they produce non-standard outputs. On a small scale, honesty 
statements from authors may reduce the risk of manipulation when web indicators are used to sup-
port specific impact claims. Here, the choice of web indicator depends on the type of impact to be 
assessed and the amount of outputs to assess. Ideally, the web indicators should support a written 
description of the type of impact claimed.
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Table 11.1: Estimated Spearman correlations with citations (WoS or Scopus) and coverage (% 
of WoS or Scopus articles/books with non-zero values) for web indicators. All correlations are 
approximate due to differences between years and individual fields. All values are for journal articles, 
unless books are specified. Data is taken from, or estimated from, the sources cited in the text.
Data source Overall Health 

Sciences
Natural 
Science

Social 
Science

Arts and  
Humanities

Impact Type Earliest 
Evidence

Downloads .9 
100%

 
100%

.4 
100% 100% 100%

Usage, academic, 
educational

1 year

Syllabi 0.5% 1% .23 
10%

Educational Years

Syllabi-books .3 
38%

.3 
24%

.2 
35%

.3
45%

.3
56%

Educational Years

PowerPoint 2% Educational, 
academic

Years

Wikipedia .09 .15
4%

.1
5%

.15
4%

.1
7%

Educational, 
informational

Wikipedia 
Books

.35**
25%

.3**
25%

.25**
30%

.3**
48%

Educational, 
informational

Grey Literature Commercial, 
organisational

Years

Web .2 
100%

 
100%

 
100%

 
100%

 
100%

Attention Years

Patents .15
3%

.2
1%

Commercial Years

Tweets .1
13%

.1
7%

.05
9%

-0.3
7%

Attention Weeks

Mendeley 
Readers

.4
67%

.4
65%

.45
70%

.35
50%

Academic 1 year

Facebook Posts .05 
12%

Attention Weeks

Google+ Posts .03 
2%

Attention Weeks

Blog Posts .2 
6%

Academic Months

F1000 chg. Clin. 
Prac.

NA NA NA NA Health Months

F1000 Scores NA NA NA NA Medical/ 
academic

Months

Clinical Guide. NA NA NA NA Health Years
Clinical Trials NA NA NA NA Health Years
Book Reviews

29%
.1
29%

.1
29%

.2
25%

.2
31%

Usage, academic, 
educational

Years

Library 
Holdings 100%

.1
100%

.1
100%

.15
100%

.15
100%

Usage, academic, 
educational

Years

Book Sales
100%

0.15
100%

0.15
100%

0.25
100%

0.25
100%

Usage, academic, 
educational

1 year

Google Books .25
4%

.5
100%

.5
200%

Academic, 
educational

4–5 years

* Percentage of WoS or Scopus citations rather than percentage with non-zero values. **Correlation with Google 
Books citations
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11.1 WEB INDICATORS FOR BOOKS
Citations from Google Books form a particularly promising academic impact web indicator for 
books because they are more numerous than citations from WoS or Scopus and because the natural 
place for the impact of book-based scholarship is in other books. Some fields publish primarily in 
books and so are not well represented in citation indexes that do not index a substantial fraction of 
the world’s academic books.

Another book-specific issue relates to attempts to compare the average impact of collections 
of monographs. Comparisons of indicator values for topically heterogeneous collections of books 
suffer from the lack of a recognised appropriate subject categorisation scheme for them. This makes 
it difficult to calculate the world average for benchmarking or normalisation purposes. This, com-
bined with the multiple different audiences and types of impacts of books, means that the problem 
of generating simple and effective indicators for book-based scholarship is still not fully solved.

11.2 WEB INDICATORS FOR OTHER SCHOLARLY OUTPUTS
Data, software, videos, blogs and images are complex to assess because they are not standardised 
in size, purpose or intended audience. For example, a simple image editing program might be 
downloaded by millions of website editors whereas a highly complex protein sequence visualizer 
might only attract 20 specialist users; it does not make sense to compare these figures. By exten-
sion, it would be unfair to compare the average numbers of downloads of software created by one 
department with the average numbers of downloads of software created by another if they were 
of different types. This is the underlying cause of the lack of empirical evidence for the value of 
non-standard outputs in the chapters above. Instead, web indicators for non-standard outputs can 
be used on an individual basis to support a narrative that makes a claim for the type of impact gen-
erated. The role of the indicators here is to strengthen a claim made in the narrative text. The value 
of the evidence would be enhanced if it could be benchmarked in some way. For example, an author 
might cite web indicators to claim that their resource had more users than any comparable resource.

11.3 RESPONSIBLY INTERPRETING WEB INDICATORS
The responsible use of web indicators is essential to avoid bad decisions being taken on the basis of 
misinterpreted data. As mentioned above, since web indicators can be manipulated by users they 
should not be used in evaluations in which those evaluated have a stake in the outcome and time 
to manipulate the scores.

Even when manipulation is not likely, all web indicators have flaws so they should not be 
accepted at face value, even if statistical formulae are used with them to generate confidence in-
tervals. It is always possible that a high value on an indicator is due to its flaws rather than great 

11.3 RESPONSIBLY INTERPRETING WEB INDICATORS
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underlying impact. In addition, the type of impact reflected by a particular indicator may differ in 
individual cases from that for typical cases and some judgement is needed to interpret them. For 
example, if an art history book targets a popular audience then its readership data could be taken 
as societal or cultural impact evidence. Thus, the ideal role for web indicators is to inform but not 
replace human judgements.

It is important to consider the strength of the evidence provided by a web indicator when 
using it. This requires a review of academic evidence that evaluates the indicator. This review should 
be aware that the most common evaluation technique, correlation tests, does not give evidence of 
any type of non-scholarly impact reflected by the indicator, although this is clear in some cases (e.g., 
syllabus mentions, patent citations). The review should also take into consideration disciplinary and 
temporal differences in the strength of an indicator.

Finally, in contexts when web indicators are used in place of human judgements, then their 
values should always be interpreted cautiously and they should not be used to support strong 
conclusions. For example, if Mendeley indicators for the UK decreased relative to its international 
competitors then this would certainly not be proof that an underlying decrease in research impact 
within the UK had occurred. Instead, this evidence should be combined with other information 
before a judgement is made.

11.4 THE FUTURE OF WEB INDICATORS
Until recently, web indicators have not been used in evaluations, even when there was no risk of 
manipulation. This is because the values need to be benchmarked against the world average, or at 
least against comparable values, in order to be interpreted. The techniques introduced in this book 
with Webometric Analyst offer a way to solve this problem through the use of software to collect 
a range of alternative indicator values and to calculate field-normalised scores for evaluations. This 
should make it much simpler for future evaluators to use alternative indicators, when appropriate. 
Altmetric data providers are likely to offer more bespoke solutions, including more comprehensive 
social media data.

If web indicators are more widely used in future then this can change the scholarly landscape 
by recognising the varied contributions to society that scholars make, including those that have 
educational, health, commercial and organisational impacts. This would help society and govern-
ment to recognise the contributions of academia and also individual scholars to be appropriately 
recognised and rewarded for their useful work. The recognition should also extend to cover the valu-
able non-standard outputs that many scholars produce, such as datasets, software, blogs and videos.
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